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The Green Grid . MM » the green grid

e A global consortium dedicated to advancing
energy efficiency for data centers and business
computing ecosystems by:

> Defining meaningful, user-centric models and
metrics

> Developing standards, measurement methods,
best practices and technologies to improve
performance against the defined metrics

> Promoting the adoption of energy efficient
standards, processes, measurements and
technologies
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Performance Keys to Efficiency === e green grid-

. Server Energy Efficiency
— Maximize output..... Within the power envelope
— ENERGY STAR evaluation metric should factor in performance

. Measurement Tools — scale to the variety of configurations within a
category.

—  Our Tier 2 Development Challenges
e PSU alternate methodology (net-loss) under consideration
e An Idle-only metric does not factor in performance
— Recommend:
e Power Supply Efficiency: Continue with CSCI* efficiency targets.

e Incorporate performance into evaluation tools that:
- Stress and scale with the hardware (likely to be synthetic code)
— Blend of common server workloads, which may not represent any specific application
— Be O/S and Hypervisor portable (run on variety of)
— Be architecturally portable (run on variety of architectures and platforms)
—  Accessible to all Energy Star manufacturing partners

— Incorporate feasibility to be conducted by both system manufacturers and/or qualified 3rd party
laboratories
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Focus Areas to Integrate the Tools®* - the greenerid =

e Scope and Categories- ldentification and grouping of systems to be
assessed in Tier 2

— Our Tier 2 development challenges
e Prioritize volume general purpose systems
e Avoid mixed incentives
e Increase focus on key efficiency attribute: Work for the energy allocated

— TGG recommends grouping clarification and prioritization of the
systems in scope for Tier 2

e Improve the taxonomy and definition of systems.
e Group by socket and by form factor
e Prioritize: 1S, 2S, 4S systems; blades, racks and pedestals.
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Focus Areas to Integrate the Tools:(cdntﬂ;‘? ELEEWE NG

e Pre-specification data collection allows the EPA to
determine compliance limits and adjustments

— Our Tier 2 development challenges: confirm the metric
coverage across configurations and determine adjustments
that may be needed.

— TGG recommends: develop a list of platform power
sensitivities in addition to SPEC tool information to collect
data on.

e Performance value scaling to hardware changes

e Statistical data collection on memory, 1I/0, RAS,
management
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Additional Areas to Improve Upon Tier:1': * N
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e Product-family-definition and compliance-testing’s ability
to represent a group of products that would be considered
compliant.

— Our Tier 2 development challenges for a product family:
e Compliance testing and reporting (“family”/SKUs) is unclear
e Address scaling limitations of the assessment tools
e “As-shipped” does not reflect the installed configuration. VARSs.

e Alternate verification methods without having to test end user
installations

— TGG recommend product family definitions and compliance
testing methods should be updated comprehending the
challenges above.
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Additional Areas to Improve Upon Tier:1': *
(cont.)

e Power Performance Data Sheet should be a common
datasheet format that describes the power and performance
characteristics of the server. Information aids IT managers to

right size the provisioning plans.
— Our Tier 2 development challenges:
e Power and performance vary based on configurations
and applications
e Should not include the E* rating value
— Recommend that the power performance datasheet contain

only parameters that will actually be used to provision the
datacenter. Move information only pertinent to the

compliance testing to QPI form.
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Additional Areas to Improve Upon Tier:1': *

(cont.) » MW « the green grid” o

e The data measurement and output requirements
provides common environmental and usage condition
information to users to encourage system management.

— Our Tier 2 development challenges:

e Temperature: location, response time, accuracy inconsistent with
ability to control or change.

e Power: built in requirements to the PSU not available on all
supplies. Monitoring different rails, aggregating, and subsequent
controls may be problematic.

— TGG recommends: Adjust the reporting requirements to reflect the
accuracy levels and reporting intervals that’s consistent with
the monitors and controls needed by data center operators.
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Summary : " e green grid-
Key Targets for Tier 2 Development ™ * =" = comeeeaosmaa

e Incorporate performance to power level testing
— Synthetic evaluation tool to cover wider variety of configurations and system
capabilities
— Pre-specification data collection
— Augmentation of the tools to scale to the hardware configurations

e Prioritize Tier 2 scope on 1S-4S, rack, pedestal and blade servers.
— Address specialized configurations and systems at a later time.

e Additional Areas to Improve Upon Tier 1:
— Power Performance Datasheet separate from QPI
— Electronic system monitors reflect data center control resolution requirements.
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The Green Grid Initiatives: ~mme the green grid” ™
Creating a framework for best practices =~~~ = """

Create shared definitions, benchmarks and metrics to
enable real-time measurement monitoring and control of
data center efficiency and productivity

Create baseline 'state-of-the-industry' documentation
including benchmark architectures and a repository of
data center efficiency knowledge

Create a comprehensive technology roadmap for future
data center design to maximize efficient and productive
operations

Assess new and alternate data center technologies

Monitor progress on all fronts and provide periodic
updates
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Generalized Evaluation Tools
 Architecture Agnostic

Usually Synthetic

Represents Multiple Environments
Software Selection & Tuning Prohibited
Consistent, Repeatable Results

Low Cost to Use

Standard Benchmarks

» Usage Categories

Architecture Agnostic

Represents Generic App Environment
Software Selection/Tuning “Open”
Consistent, Repeatable Results
Moderate to High Cost to Use

Third

1. The State of Energy and Performance Benchmarking for Enterprise Servers; A. Fanara, E. Haines, A Howard; August 2009

Application Benchmarks

» Usage Specific

Architecture Dependent
Represents Specific Environment
Software Selection/Tuning Limited
Consistent, Repeatable Results
High Cost to Use
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WhO’S In The Green G”d? 1L the green grid" o
Board of Director Member Companies ) '
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@ Micresoft < Sun
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Who's In The Green Grid?

Contributor Members
*1E

» 3Com Corporation

» AEG Power Solutions Inc.***
« AT&T

* Autodesk***

» Automatic Data Processing, Inc
(ADP)

» Avocent Corporation

» C&D Technologies, Inc.

* Chatsworth Products, Inc.
» Cisco

* Delta Products Corporation
* Digital Realty Trust

« Eaton

 eBay Inc.

* Emerson Network Power
* Fujitsu Limited

» Google, Inc

» Hitachi, Ltd.

* InterXion

* ITOCHU Techno-Solutions Corporation

* Nationwide

* NEC Corporation

* Nomura Research Institute, Ltd.
* NTT Facilities, Inc

* STRATO Rechenzentrum AG
» SunGard Data Systems***

» Symantec Corporation***

* Teradata

* Texas Instruments

* The Uptime,sitiite

» The Walt Disney Company

* Tokyo Electric Power Company (TEPCO)

e Trane
* Verizon Business
* Vmware, Inc.
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Associate Members

* Bryant University
» City of Bryan
* Danish Electricity Saving Trust

* Dept of Finance & Deregulation:
Australian Gov't Information Management
Office

» Excom Education Pty Ltd
* IDA Singapore
* University of lllinois/NCSA



Who's In The Green

General Members

42U

*Acens Technologiesg>.L.
*Activep’ower

*Adaptec, Inc

*Advanced Data Centers
*Afco Systems

Alistate

*Alpikom SpA

*American Internet Services
*Anixter

*Antares Mangement Solutions
Atos Originpnjlederland
*Avnet Technology Solutions
*BigFix, Inc

*Bloomberg LP

*Broadcom Corporation
*BULLSAS

+Cadence Designgyg:tems,jinc.
*Capaciti

*CHLORIDE

«Citadel 100 Data Centers Ltd
*CommScope, Inc.
*CommVault

*Computer Science Corporation (CSC)
«Consonus

*CoreSite, LLC

*Corning Cable Systems
*CRAY/|N/C

*Crossbeam Systems Inc
*Data Domain, Inc.
*Dimension Data

*Dotgreen

*DPR¢ onstruction, Inc.
*EBSCOpy; blishing

«eBusiness and Resilience Centre
*Equinix, Inc

+e-shelter facilityggy/ices
*Evoswitch Netherlands B.V.
*Exelonc orporation

*Extreme Networks

*Facebook

*FedExggryvices

*FICO

*Forsythe Solutions Group, Inc
Fujitsu FIP Corporation

*GE Digital Energy - Power Quality
+GlassHouse Technologies( UK)
*Glumac, Inc.

*Green Data Systems

*Hangzhou H3C Technologiesc o., Limited
*HCF Australia

<Hifn, Inc.

*HITT Contracting Inc

*Host Europe GmbH

*Huawei Technologies@g.,| | td
+i2S Group Limited

+IDC Frontier Inc.

*INDILINXGg),, Ltd.

*Integrated Building Solutions, Inc.
+Internet Initiative j 5551117 1C-
eIntransa, Inc.

+IP Infusion)fg

«Juniper Networks

*KDDI Corporation

Grid?
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*Keysource Ltd

*KPN

*Lee Technologies

*Lockheed Martin Corp

LSl

*Macquarie Telecom Ltd***
*Mazzetti & Associates
*Melbourne IT

*METANET AG

*Mirapath, Inc
*Nationalgsemiconductor
*NaviSite Inc.

*Net One Systems Co., LTD***
*NetApp

*Netezza

*Netmarks Inc.

*Nexsan Technologies
*Nextek Power Systems

*NTT America, Inc

*NTT COMWARE Corporation
*NTTpHx TA CORPORATION
*Ortronics

*0Sl soft, Inc.

*Panduitggrp

*PEER 1 Network Enterprises, Inc.
*PG&E

*Platform Computing***

*Qlogic

*Quantum Energysg; vices & Technologies, Inc.

*RACKWISE***
*RampRate Sourcingqyisors

*Raritan, Inc.
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*Rothstein Kass
*SAKURAtétiet Ine

*Savwvis

*Seagate Technology
Sentilla Corporation

Server Technology|fig
*ServerVault Corp

*SGl, Inc

«Sify Technologies Ltd
«Storwize Inc
*SYNNEX@grporation

*Syska Hennessy

*TA Migration Solutions LTD
*TATAG ommunications
*TEAM Technologies, LLC
*TelecityGroup International) it
*Telvent

*Teridian Semiconductor Corp
*Terremark Worldwide, Inc.
*The Bankgf/N/ewyrork Mellon
*TIS Inc.

«Total Site Solutions

*Triangle Computer Services
*UniversitysGgllifornia, San Diego
*UTC Power

*Verne Global

*ViaWest, Inc

*Western Digital

*Willdan Energysglutions
*Wipro Technologies

*WiT JAPAN Co., Ltd

«Xiotech
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