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In July of 2009 a new version of the ENERGY STAR* specification for computers will take effect. This new version specifies many new system level requirements that must be met in order to carry the ENERGY STAR logo on computers. As such, Intel and the EPA have collaborated on creating this document that can provide system providers, from the largest to smallest, with key understandings on how to specify and test system configurations that can best meet the required power levels of the new specification.

§
2 Introduction

Over the last twenty-five years, computers have become pervasively used tools that have enhanced the productivity in the office and enhanced entertainment and utility within the home. Their remarkable growth has been fueled by amazing advancements in performance, capability and affordability. As the number of computers has grown, so has the need for delivery and deployment in increasingly energy conscious ways. More energy friendly computers can have an effect on both the available energy capacity as well as on the ecological impacts of generating additional electricity to meet growing demands.

Moving forward, there will continue to be a need for greater levels of computer performance and capability that will also be coupled with the need to manage energy consumption. Intuitively, it would seem that delivering greater performance/capability would be at odds with managing energy consumption. However, innovations by Intel and others in the industry have enabled delivery of technologies that can help offset and, in some cases, even reduce the energy consumed by the computer. These innovations have typically focused on optimizing the energy efficiency and performance when the computer is actively being used while minimizing the actual energy consumption when the computer is in a state of prolonged inactivity.

Today’s computers, such as desktops and notebooks, have many power saving capabilities built into them. Examples are the “sleep” and “hibernate” modes that can significantly reduce the amount of energy consumed during inactive states. When these capabilities are turned on during periods of inactivity, it has been estimated to reduce the overall amount of energy consumed by computers by up to 50%.

In order to help encourage adoption and use of these energy saving technologies, in 1992 the US Environmental Protection Agency (EPA) established its voluntary program, called ENERGY STAR, to cover first computers and later other categories of office equipment and other products. The ENERGY STAR program for computers has the goal of generating awareness of energy saving capabilities, as well as differentiating the market for more energy-efficient computers and accelerating the market penetration of more energy-efficient technologies.

In the middle of 2009, the EPA will update the ENERGY STAR computer specification to Version 5.0. The new version is intended to expand on the tests and methodologies presented in Version 4.0 of the program, implemented in 2007, and expand the scope of the program to address some new product areas for the first time. EPA anticipates that new testing criteria and power/energy limits could reduce the amount of energy consumed by an average of 30%. EPA routinely sets a target goal of about twenty-five percent compliance for each of the platform categories and this will also be the case for the Version 5.0 Specification.

---

1 Assumes a baseline desktop configuration that consumes ~258 kW-hr/year without power management (Max = 118W (3%) + Sleep = 4W (5%) + idle = 65W (37%) + Off = 3W (55%)) and ~124 kW-hr with power management ((Max = 118W (3%) + Sleep = 4W (30%) + idle = 65W (12%) + Off = 3W (55%)).
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The remainder of this document will discuss how the new ENERGY STAR specification applies to Desktop PCs, Notebook PCs, Workstation Computers, Small-Scale Servers, and a new product category in the program: Thin Clients. The final ENERGY STAR Version 5.0 specification will contain additional provisions for Game Consoles; these products are not within the scope of this document and are not discussed.

In particular, this document will describe the key system components that impact energy consumption in general as well as describe ways in which system designers can make choices that decrease a system's energy draw. Finally, this document will relate the impact of those choices to the requirements of the ENERGY STAR specification, as well as how to specify and test system configurations that can best meet the required power levels of the new specification.

2.1 The ENERGY STAR* Program: An Overview

ENERGY STAR is a voluntary program aimed at reducing green house gas emissions and is jointly administered by the US EPA and the US Department of Energy. Through the ENERGY STAR program in 2007, EPA helped Americans save 180 billion kilowatt-hours (kWh)—about 5 percent of U.S. electricity demand—prevent the emissions of 40 MMTCE of greenhouse gases, and save $16 billion on their energy bills. More than 70 percent of American households recognize the ENERGY STAR label. Other ENERGY STAR program highlights include:

Offering More Qualified Products to More Consumers
- More than 2,000 manufacturers are using the ENERGY STAR label on over 40,000 individual product models across 50 product categories.
- Americans purchased about 500 million ENERGY STAR qualified products in 2007, bringing the total to more than 2.5 billion since 1992.
- EPA expanded the suite of ENERGY STAR qualified products to include digital-to-analog converter boxes (DTAs), decorative light strings, and commercial dishwashers and ice machines, and completed important revisions to the specifications for residential light fixtures and roofing products.

Raising the Bar for New Home Construction
- Despite the downturn in the new housing market, more than 120,000 new homes were constructed to meet ENERGY STAR guidelines in 2007, which represents about 12 percent of the U.S. new housing starts in 2007 and brings the total to almost 840,000 qualified homes nationwide.

Improving the Comfort and Efficiency of Existing Homes
- More than 38,000 homeowners are enjoying greater savings and comfort in their homes thanks to state and locally sponsored Home Performance with ENERGY STAR programs. Seven sponsors launched new programs in 2007, bringing the total to more than 20 programs in 21 states.

Saving Energy in the Commercial and Industrial Sectors
Almost 800 organizations and individuals nationwide have joined the ENERGY STAR Challenge to improve the energy efficiency of their commercial buildings by 10 percent or more.

Use of EPA’s energy performance rating system experienced tremendous growth; building owners and operators used the system to rate the performance of more than 62,000 buildings—doubling the number of buildings rated in just one year and representing more than 7.5 billion square feet of building space.

More buildings than ever have qualified for the ENERGY STAR, over 4,000, representing more than 740 million square feet. These buildings use nearly 40 percent less energy than typical buildings.

Almost 40 auto assembly, corn refining, cement—and for the first time, petroleum refining—facilities in the United States have earned the ENERGY STAR for superior energy performance.

The EPA strives to maximize international harmonization of test methods and efficiency requirements, seeing the benefit to the environment and our wide array of partners. Currently, EPA has agreements to harmonize regarding office equipment requirements with the European Union, Switzerland, Canada, Australia, New Zealand, Japan, and Taiwan. To account for differing voltage conditions in various markets, the program includes requirements in many specifications that products be tested and reported at the voltage/frequency combinations to which they will be marketed as ENERGY STAR qualified. The Version 5.0 computer specification includes guidance on the market applicability of three established voltage/frequency combinations for ENERGY STAR testing. Products must meet the same established requirements at all voltage/frequency combinations to which they will be sold and promoted as ENERGY STAR qualified.

In addition to international harmonization, EPA endeavors to work with other entities where program requirements come together. EPA does, where possible, harmonize with Federal Energy Management Program (FEMP) on standby requirements. Where the agencies do not align on requirements, manufacturing partners who wish to sell to the US federal government must meet both ENERGY STAR and FEMP requirements. EPA also joins forces with non government organizations who share the common goal of improving efficiency of products. For example, Climate Savers Computing Initiative and EPA’s ENERGY STAR program are striving to harmonize on technical internal power supply requirements, as demonstrated by the power supply requirements described later in this document, as well as further each others’ climate change marketing efforts.

EPA and the IT industry have a long history of partnering on driving down energy consumption of computers, monitors, and other products and thus also reducing greenhouse gas emissions. EPA continues to have an interest in IT product categories as they represent a sizable and growing segment of domestic and global energy use. For example:

- The US has more than 180 million computers in use; accounting for about 2% of nation’s annual electricity consumption.
- There are an estimated 150 million monitors operated in the U.S. today, split roughly between homes and offices.
- The US has approx 260 million imaging products in use; accounts for 3% of nation’s annual electricity consumption or more than $7.5 billion in energy.
- Servers and datacenters use about 61 billion kWh accounting for 1.5% of total U.S. consumed and costing $4.5 billion annually to power.

According to McKinsey & Company improving the efficiency of commercial and residential electronics is one of the lowest cost paths to reducing greenhouse gas emissions in a continuum of efficiency and clean energy tactics.
ENERGY STAR delivers these savings. If all computers sold in the United States meet the ENERGY STAR 4.0 requirements, the savings in energy costs will grow to about $2 billion each year and greenhouse gas emissions will be reduced by the equivalent of greenhouse gas emissions from more than 2 million vehicles. Given the additional energy savings expected from the Version 5.0 specification, the ENERGY STAR computer specification will continue to deliver on these expectations from consumers and enterprises seeking to reduce energy costs and reduce impact on the environment.

EPA also recognizes the potential for savings IT can offer through offering myriad tools to improve the efficiency of our systems, for example. As noted in the Climate Group’s Smart 2020 Report, IT can be a significant part of the solution to climate change, offering a potential of 14% reducing in greenhouse gas emissions globally, or 22% in the US. EPA considers this potential as it looks for opportunities to reduce greenhouse gas emissions.

### 2.2 How ENERGY STAR* Specifications are developed

As the ENERGY STAR Program continues to grow, the ENERGY STAR specification development process had evolved with consideration of several key factors. This section discusses the guiding principles considered in identifying products for coverage in the ENERGY STAR program, the development process, and issues after finalization, including marketing efforts and compliance/verification.

#### 2.2.1 Guiding Principles and the Specification Development Process

EPA considers a number of factors when identifying new product areas to address in the program or revising existing specifications: cost-effective efficiency, maintained (or enhanced) performance with respect to the overall market, significant energy savings potential for a product category, achievable efficiency improvements with non-proprietary technology, product differentiation opportunities in the market, and effectiveness of a labeling program in the market. The final decision involves a balance of these considerations, along with collaboration with contacts in industry and program stakeholders.

Below is a graphic describing the specification development process. Transparency and collaboration are integral to the process. EPA plans for multiple opportunities for stakeholder comment through release of public drafts; the agency strives to publish details on stakeholder meetings and comment opportunities publicly as well. EPA values the contribution of stakeholders involved in creation and revision of ENERGY STAR specifications and encourages interested organizations or individuals to get involved by going to the ENERGY STAR website (ENERGYSTAR.gov) and requesting program updates as they are available.
2.2.2 Examples of ENERGY STAR* Product Marketing Campaigns: 
*Low Carbon IT and Change the World*

The *Low Carbon IT* campaign was launched by the U.S. Environmental Protection Agency to improve enablement rates for computer power management. Given that Lawrence Berkeley National Labs estimates power management settings have been employed by only five to 10 percent of U.S. organizations, this program represents a significant energy (and energy cost) savings opportunity for interested organizations. If all office computers and monitors in the United States were set to sleep when not being used, the country could save more than 44 billion kWh or $4 billion worth of electricity and avoid the greenhouse gas emissions equivalent to those of about 5 million cars each year.

The ENERGY STAR Low Carbon IT Campaign is also partnering with the Climate Savers Computing Initiative, a non-profit group that includes technology firms, energy companies and nongovernmental organizations working to promote the use of more energy-efficient computers and increase the use of computer power management. Both efforts share similar goals and cooperate with each other on technical specifications and marketing through a strategic partnership.

Organizations that take the ENERGY STAR Low Carbon IT Campaign are asked to enable the power management, or sleep mode, on their computers and monitors. The easiest way to fulfill this agreement is to ensure that new computer purchases are ENERGY STAR qualified – all ENERGY STAR qualified computers are shipped with power management features enabled. For organizations that join this program, EPA provides free assistance to help implement power management, an estimate of the organization's energy and carbon savings, and official recognition from the agency. Organizations can join the campaign by visiting [http://www.energystar.gov/lowcarbonit](http://www.energystar.gov/lowcarbonit).
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*Change the World, Start with ENERGY STAR* is an annual campaign each fall that focuses on individual consumers and provides an opportunity to take small, individual steps that make a big difference in the fight against global warming. The pledge has advice on ways to save at home and at work through ENERGY STAR, including purchasing ENERGY STAR qualified computer equipment. Organizations are encouraged to participate by becoming a pledge driver. Pledge drivers demonstrate environmental commitment by educating others about global warming and saving energy, and have access to communications materials to support efforts. Further information is available at [http://energystar.gov/changetheworld](http://energystar.gov/changetheworld).

### 2.3 ENERGY STAR* Version 5.0

Version 5.0 of the ENERGY STAR specification for computers replaces Version 4.0 of the specification that has been in effect since mid-2007. Version 5.0 consists of a single tier, or phase of the program for the products covered by this document.

Version 5.0 will go into effect on July 1, 2009 and will require all systems manufactured on, or after, this date to meet the new requirements in order to ship with the ENERGY STAR logo. Similar to Version 4.0, there is no grandfathering for existing systems that meet pre-5.0 requirements to the new program. Systems will have to be retested and resubmitted, in their “as-shipped” configuration, in order to continue to carry the logo.

The table below is intended to illustrate high-level changes from Version 4.0 to 5.0.

<table>
<thead>
<tr>
<th>Table 1: Comparison between Version 4.0 and Version 5.0</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Version 4.0</strong></td>
</tr>
<tr>
<td><strong>Scope</strong></td>
</tr>
<tr>
<td>Eligible Products: Desktops, Integrated [Desktops], Notebooks/Tablets, Desktop-Derived Servers, Workstations.</td>
</tr>
<tr>
<td><strong>Power Supplies</strong></td>
</tr>
<tr>
<td>Internal Power Supplies: ≥80% efficient at 20%, 50%, and 100% of rated load, with 0.9 Power Factor at 100%.</td>
</tr>
</tbody>
</table>

---

*Devised [Devised]*

*Eligible [Eligible]*

*Scope [Scope]*

*Internal Power Supplies [Internal Power Supplies]*
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<table>
<thead>
<tr>
<th>Version 4.0</th>
<th>Version 5.0</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>External Power Supplies:</strong> must meet ENERGY STAR no-load and average active efficiency requirements for External Power Supplies.</td>
<td>The applicable ENERGY STAR requirements changed to reference the new Version 2.0 EPS specification, effective November 2008.</td>
</tr>
<tr>
<td><strong>Desktop, Integrated Desktop, Notebook/Tablet</strong></td>
<td></td>
</tr>
<tr>
<td>Categorized into A, B, and C for Desktops and A and B for Notebook/Tablets.</td>
<td>New categories are implemented in the 5.0 specification and defined in section 3(B)I of the final requirements. The new categories reflect products reviewed during development of ENERGY STAR levels.</td>
</tr>
<tr>
<td><strong>Operational Mode power requirements (Off, Sleep, Idle).</strong></td>
<td>Version 5.0 introduces a Typical Energy Consumption (TEC) approach that combines the three operational mode measurements with defined usage pattern to calculate an annual energy consumption requirement.</td>
</tr>
<tr>
<td><strong>Workstations</strong></td>
<td></td>
</tr>
<tr>
<td>$P_{TEC}$ determined using a 10% weighting for Off, 20% for sleep, and 70% for Idle. Requirement of less than or equal to 35% of max power, scaled by hard drive number.</td>
<td>The usage weightings are revised in Table 4 of the Version 5.0 specification, with the max power percentage now 28%.</td>
</tr>
<tr>
<td><strong>Desktop-Derived Servers</strong></td>
<td></td>
</tr>
<tr>
<td>Desktop-Derived Servers are addressed under the same requirements as desktop computers, with the exception of sleep requirements.</td>
<td>These products are referred to as Small-Scale Servers in the Version 5.0 specification and are addressed with product-specific requirements that maintain Version 4.0’s categories A and B, and associated power requirements.</td>
</tr>
<tr>
<td><strong>Power Management</strong></td>
<td></td>
</tr>
<tr>
<td>Wake On LAN required to be enabled on shipment for all computers shipping through Enterprise Channels.</td>
<td>As an alternative, products shipping to enterprise may shipped without WOL not enabled provided features are sufficiently accessible from both the client operating system user interface and over the network.</td>
</tr>
<tr>
<td><strong>General</strong></td>
<td></td>
</tr>
<tr>
<td>No guidance provided on customer software and management pre-provisioning.</td>
<td>Language and resource references for manufacturers installing pre-provisioned software packages are included in section 3(C).</td>
</tr>
<tr>
<td>Version 4.0</td>
<td>Version 5.0</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Qualifying families of products allowed with provisions in the specification.</td>
<td>Version 5.0 maintains the language from Version 4.0, but added is a clarification that all units/configurations associated with a qualified model designation meet ENERGY STAR requirements. For systems where non-qualifying configurations exist, an option is included for manufacturers to identify qualifying configurations with a consistent &quot;identifier&quot; in the model name/number in all marketing and qualification references.</td>
</tr>
</tbody>
</table>

### 2.3.1 ENERGY STAR* Partnership and Submittal of Products

To qualify products for the ENERGY STAR program, manufacturers partner with the program, after which product data is reviewed to determine whether or not products may be marketed as ENERGY STAR qualified. There is no cost to become an ENERGY STAR partner, though manufacturers must carefully consider program requirements and commitments when deciding to pursue partnership. Below is a general reference on the ENERGY STAR partnership process:

- **Review** program requirements and commitments;
- **Partner**
  - Complete and submit a Manufacturer Partnership Agreement Packet and submit to [join@energystar.gov](mailto:join@energystar.gov);
  - Approved manufacturers receive a Welcome Aboard Packet via email that includes program information and usernames and passwords to access ENERGY STAR online submittal and contact update tools;
- **Test**
  - Product testing is completed by the manufacturer and data is submitted to EPA for review;
  - Manufacturers receive feedback on approval or rejection of products.
- **Market**
  - Approved products may be marketed as ENERGY STAR qualified upon receipt of feedback. Manufacturers are encouraged to make use of marketing support and tools accessible from the ENERGY STAR website.

Interested manufacturers of the computers referenced in this document (and in the scope of the ENERGY STAR computer program) can find further information on this process on the ENERGY STAR website at [www.energystar.gov/join](http://www.energystar.gov/join).

### 2.3.2 ENERGY STAR* in the Channel Market

The channel market is an important avenue for the ENERGY STAR program, both in terms of sales and implementation of energy efficient IT. Below are notes and resources for channel organizations; solution providers are also encouraged to review this document for further details on the new specification that will aid in educating customers.
Introduction

- Become an ENERGY STAR Partner. PC makers can join the thousands of partners who have already teamed with ENERGY STAR to save energy in homes and businesses through energy efficient products. Please go to www.energystar.gov/join.

- Take Advantage of Federal Government Requiring ENERGY STAR qualified PCs and power management. The Environmental Policy Act of 2005 requires that the federal government purchase ENERGY STAR qualified computers. Executive Order 13423 requires that federal government computers are set to enter low power sleep mode when inactive. For more information, please go to www.energystar.gov/fedofficeenergy.

- Exercise Caution When Re-Configuring an ENERGY STAR Qualified Computer. Not only optimized to meet strict energy efficiency requirements, ENERGY STAR qualified computers are also configured to enter low-power sleep modes and use Wake-on-LAN functions. System integrators and value-added resellers are encouraged to test any ENERGY STAR qualified configurations they modify in order to ensure that they still meet ENERGY STAR specifications.

- Become an ENERGY STAR Low Carbon IT Ally. Low Carbon IT Allies help spread the word about the energy savings from activating sleep settings on computers and purchasing ENERGY STAR qualified computers. It’s easy: we provide the informational materials and resources, and you simply share them as you see fit. VARs and system integrators can become Allies at www.energystar.gov/lowcarbonit.

2.4 Taking Advantage of Power Management Settings

When attempting to re/configure computers, System Integrators or OEMs should be made aware of specifications that go into an ENERGY STAR qualified computer. ENERGY STAR qualified computers are optimized to meet strict energy efficiency requirements and they accomplish this not only by hardware differences, but also in how they are configured to enter low-power sleep modes, use Wake-on-LAN functions and to use other hardware specific power management features. Please minimize the impact on these settings by:

- Ensuring that the power management settings adhere to the ENERGY STAR guidelines. (choosing the energy saving power scheme in the OS as the default should get one most of the way there)

- Ensure that all drivers for the hardware are the correct versions for the hardware. Also ensure that the drivers are up to date as most issues experienced by customers with power management stem from improper or outdated drivers for the hardware.

- Ensure that the PC transitions between high and low power states after modifications.

- Ensure that the processor spends most of it's time in the lowest power C state supported by the platform (Usually C2 or higher). If not, the system may not be configured properly and missing or has improperly installed hardware drivers.

The diagram below shows the power options property sheet for Windows* Vista that allows users to control the various power settings. There are three predefined setting schemes, "Normal", "Maximum Performance" and "Power Saving". Within those schemes, there are a multitude of settings that can be controlled including monitor idle timeouts, system idle timeouts and processor performance states. ENERGY STAR requirements require that the "Turn off monitor" idle timeout setting be set (by default) to 15 minutes or less for AC
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(“Plugged in”) operation, and “Sleep” system idle timeout be set for 30 minutes or less, when on AC power\(^3\).

**Figure 2: Microsoft Windows Vista* Computer and Monitor Sleep Settings**\(^4\)

If rolling out Windows XP or Windows Vista* through the use of images (i.e.; Using Symantec Ghost* or similar) there is a method, albeit lacking centralized control (fire-and-forget option), a system administrator or OEM can set and ensure compliance to monitor power management policies. Please refer to Appendix A for more information.

### 2.5 Terminology

Some of the terminology used by the EPA in the ENERGY STAR specification is different than the language used in the computer industry. This section provides a definition of commonly used terms in order to prevent confusion of these terms. Other terms used in this document are listed here as well.

<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>Alternating Current.</td>
</tr>
<tr>
<td>CAD</td>
<td>Computer Aided Drafting.</td>
</tr>
<tr>
<td>CAE</td>
<td>Computer Aided Engineering.</td>
</tr>
<tr>
<td>Capability</td>
<td>A set of features that enhance the usability and/or experience of a (compute) product; or, provide the ability to accomplish tasks or activities.</td>
</tr>
<tr>
<td>DC</td>
<td>Direct Current.</td>
</tr>
</tbody>
</table>

\(^3\) DC power settings are not specified by ENERGY STAR.

\(^4\) Microsoft* product screen shot(s) reprinted with permission from Microsoft Corporation.
<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRAM</td>
<td>Dynamic Random Access Memory. This is the primary type of memory used in computer systems today.</td>
</tr>
<tr>
<td>ECC</td>
<td>Error Correcting Code. Error correcting code is a mechanism for improving the reliability of computer memory that allows the detection and correction of some types of memory errors.</td>
</tr>
<tr>
<td>Energy consumption</td>
<td>The amount of AC (wall plug) energy consumed by a system over a given period of time (hour, week, year) and is measured in kilowatt-hours (kW-hr).</td>
</tr>
<tr>
<td>Energy efficiency</td>
<td>The amount of AC (wall plug) energy consumed by a system to run a desired usage-based workload and is measured in kilowatt-hours (kW-hr). Usage-based workloads should include both active and non-active states that are reflective of the end user's use of the system.</td>
</tr>
<tr>
<td>Energy Efficient</td>
<td>The intersection of great performance, expanded capabilities and energy efficiency.</td>
</tr>
<tr>
<td>Performance</td>
<td>Efficiency has two definitions. In the context of power delivery, efficiency is equal to (power out / power in) and can be represented by the symbol ( \eta ) (eta). Another definition is that efficiency is a measure of the production of work versus the cost (time, energy, money, etc.).</td>
</tr>
<tr>
<td>Environmental impact</td>
<td>An assessment of any change to the environment whether adverse or beneficial, wholly or partially resulting from the activity of creating, using, or disposing of items (we) produce.</td>
</tr>
<tr>
<td>GPU</td>
<td>Graphics Processing Unit. This is typically a silicon component on the motherboard or on an add-in card that processes graphics information for display.</td>
</tr>
<tr>
<td>Discrete GPU</td>
<td>A graphics processor with a local memory controller interface and a local, graphics-specific memory.</td>
</tr>
<tr>
<td>Idle State</td>
<td>The state in which the operating system and other software have completed loading, a user profile has been created, the machine is not asleep, and activity is limited to those basic applications that the system starts by default.</td>
</tr>
<tr>
<td>MIPS</td>
<td>Millions of Instructions Per Second. MIPS are sometimes used as an indicator of computer or CPU performance.</td>
</tr>
<tr>
<td>Network Interface</td>
<td>The components (hardware and software) whose primary function is to make the computer capable of communicating over one or more network technologies. Examples of Network Interfaces are IEEE 802.3 (Ethernet) and IEEE 802.11 (Wi-Fi).</td>
</tr>
<tr>
<td>Performance</td>
<td>The compute throughput and responsiveness at a component level – or – Compute throughput and responsiveness at a system level.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>OEM</td>
<td>Original Equipment Manufacturer. In the context of this paper these are computer manufacturers.</td>
</tr>
<tr>
<td>PF</td>
<td>Power Factor. This is the ratio of actual power, Voltage (V) * Current (I) at the same instant of time, to the apparent power level, Voltage * Current, uncorrected by time or phase. In an AC power system the cyclical waveforms on voltage with peak of 115V do not correspond to the current, eg. 3.5A, being consumed. A 90V corresponding to 3.5A, 315Watts, is different than 100 to 2.2A, or 220 Watts.</td>
</tr>
<tr>
<td>PFC</td>
<td>Power Factor Correction. This is used in computer power supplies to improve the Power Factor of the system.</td>
</tr>
<tr>
<td>Power</td>
<td>The measurement of energy consumption in watts at a specific point in time and under a fixed, static condition. Examples: maximum power, active and idle.</td>
</tr>
<tr>
<td>Sleep Mode</td>
<td>A low power states that the computer is capable of entering automatically after a period of inactivity or by manual selection. A computer with sleep capability can quickly “wake” in response to network connections or user interface devices with a latency of ≤ 5 seconds from initiation of wake event to system becoming fully usable including rendering of display. For systems where ACPI standards are applicable, Sleep mode correlates to ACPI System Level S3 (suspend to RAM) state.</td>
</tr>
<tr>
<td>Off Mode</td>
<td>The power consumption level in the lowest power mode which cannot be switched off (influenced) by the user and that may persist for an indefinite time when the appliance is connected to the main electricity supply and used in accordance with the manufacturer’s instructions. For systems where ACPI standards are applicable, Off Mode correlates to ACPI System Level S4 or S5 states, where applicable.</td>
</tr>
<tr>
<td>UMA</td>
<td>Unified Memory Architecture. Computer memory architecture used for integrated graphics implementations where the system memory is used for graphics memory as well.</td>
</tr>
<tr>
<td>Wake On LAN (WOL)</td>
<td>Functionality which allows a computer to wake from Sleep or Off Mode when directed by a network request via Ethernet.</td>
</tr>
<tr>
<td>Typical Energy Consumption (TEC)</td>
<td>A method of testing and comparing the energy performance of computers, which focuses on the typical electricity consumed by a product while in normal operation during a representative period of time. For Desktops and Notebooks, the key criterion of the TEC approach is a value for typical annual electricity use, measured in kilowatt-hours (kWh), using measurements of average operational mode power levels scaled by an assumed typical usage model (duty cycle). For Workstations, requirements are based on a TEC power value calculated from operational mode power levels, maximum power, and an assumed duty cycle.</td>
</tr>
</tbody>
</table>
2.6 ENERGY STAR* and Computer Platforms

The ENERGY STAR specification recognizes and specifies seven different types of platforms but then classifies these platforms into three different categories with specific requirements. The six platforms addressed by this document are defined below, followed by a summary of the primary requirements each must meet:

**Notebook Computer:** A computer designed specifically for portability and to be operated for extended periods of time either with or without a direct connection to an AC power source. Notebooks must utilize an integrated computer display and be capable of operation off an integrated battery or other portable power source. In addition, most notebooks use an external power supply and have an integrated keyboard and pointing device. Notebooks are typically designed to provide similar functionality to desktops, including operation of software similar in functionality as that used in desktops. Tablet PCs, which may use touch-sensitive screens along with or instead of other input devices, are considered Notebook Computers.

**Desktop:** A computer where the main unit is intended to be located in a permanent location, often on a desk or on the floor. Desktops are not designed for portability and utilize an external computer display, keyboard, and mouse. Desktops are designed for a broad range of home and office applications.

**Integrated Desktop Computer:** A desktop system in which the computer and computer display function as a single unit which receives its AC power through a single cable. Integrated desktop computers come in one of two possible forms: (1) a system where the computer display and computer are physically combined into a single unit; or (2) a system packaged as a single system where the display is separate but is connected to the main chassis by a DC power cord and both the computer and computer display are powered from a single power supply. As a subset of desktop computers, integrated desktop computers are typically designed to provide similar functionality as desktop systems.

**Thin Client:** An independently-powered computer that relies on a connection to remote computing resources to obtain primary functionality. Main computing (e.g., program execution, data storage, interaction with other Internet resources, etc.) takes place using the remote computing resources. Thin Clients covered by this specification are limited to devices with no rotational storage media integral to the computer. The main unit of a Thin Client covered by this specification must be intended for location in a permanent location (e.g. on a desk) and not for portability.
**Workstation:** A high-performance, single-user computer typically used for graphics, CAD, software development, financial and scientific applications among other compute intensive tasks. To qualify as a workstation, a computer must:

- Be marketed as a workstation;
- Have a mean time between failures (MTBF) of at least 15,000 hours based on either Bellcore TR-NWT-000332, issue 6, 12/97 or field collected data; and
- Support error-correcting code (ECC) and/or buffered memory.

Additionally to be defined as a workstation the system must also have a number of other characteristics (picked from a list) that will be discussed in the workstation section of this paper.

**Small-Scale Server:** A computer that typically uses desktop components in a desktop form factor, but is designed primarily to be a storage host for other computers, explicitly to be a host for other computers or applications. A computer must have the following characteristics to be considered a Small-Scale Server:

- Designed in a pedestal, tower, or other form factor similar to those of desktop computers such that all data processing, storage, and network interfacing is contained within one box/product;
- Intended to be operational 24 hours/day and 7 days/week, and unscheduled downtime is extremely low (on the order of hours/year);
- Capable of operating in a simultaneous multi-user environment serving several users through networked client units; and
- Designed for an industry accepted operating system for home or low-end server applications (e.g., Windows Home Server, Mac OS X Server, Linux, UNIX, Solaris).

Small-Scale Servers are designed to perform functions such as providing network infrastructure services (e.g., archiving) and hosting data/media. These products are not designed to process information for other systems or run web servers as a primary function. Small-Scale Servers covered by the Version 5.0 specification for computers are limited to computers marketed for non-datacenter operation (e.g. homes, small offices).

<table>
<thead>
<tr>
<th>Product Category</th>
<th>Category Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Notebooks</td>
<td>( E_{\text{TEC}} ) Requirements (category A, B, and C)</td>
</tr>
<tr>
<td>Desktop</td>
<td>( E_{\text{TEC}} ) Requirements (category A, B, C, and D)</td>
</tr>
<tr>
<td>Integrated Desktop Computers</td>
<td>( E_{\text{TEC}} ) Requirements (category A, B, C, and D)</td>
</tr>
<tr>
<td>Workstations</td>
<td>( P_{\text{TEC}} ) Requirement</td>
</tr>
<tr>
<td>Thin Clients</td>
<td>Off Mode Requirements</td>
</tr>
<tr>
<td></td>
<td>Sleep Requirements (if applicable)</td>
</tr>
<tr>
<td></td>
<td>Idle Power Requirements (category A and B)</td>
</tr>
<tr>
<td>Small-Scale Servers</td>
<td>Off Mode Requirements</td>
</tr>
<tr>
<td></td>
<td>Idle Power Requirements (category A and B)</td>
</tr>
</tbody>
</table>
This paper will talk about each of the different product categories (e.g. treats the desktop and integrated desktop computers the same as they have the same requirements). Each section will describe the specific requirements for each unique category in more detail.

2.7 ENERGY STAR* Common Platform Requirements

The ENERGY STAR specification has a number of requirements which are common across all of the platform categories. This section will outline these common attributes.

All systems are tested “as shipped”, unless otherwise specified. In general the tester is not allowed to enable or disable any power management settings specifically for testing purposes, unless the testing process explicitly calls out to do something differently.

Power management is emphasized in the ENERGY STAR specifications, and each system category must meet requirements as appropriate for the technology and usage case involved:

- Display’s sleep mode (blank display after idle) should be enabled to activate within 15 minutes or less of idle.
- Platform’s sleep mode (enter sleep mode when idle) should be enabled to activate within 30 minutes or less of idle; small-scale servers and thin clients, only, are exempt from this requirement.
- Platform’s Gigabit Ethernet Link should switch to a lower rate mode (100 Mb or 10 Mb) when entering the sleep mode.

Additionally, systems which ship into an enterprise market are required to ship with Wake On LAN (WOL) capability\(^5\) in the sleep state. For enterprise market shipments, version 5.0 of the specification includes a provision to allow WOL capability to be turned off at shipment provided WOL features are easily enabled from both the client OS and network. Systems targeted for consumer channels are not required to enable the higher power WOL in the sleep state. Thin Clients and Small-Scale Servers are exempt from the platform power management requirements above, but must meet the display power management requirement as applicable. Thin Clients not designed for off-hours scheduled updates are exempt from the WOL requirement.

2.8 Full Network Connectivity and Proxying

The ENERGY STAR Version 5.0 specification introduces eliminates the requirement of implementing full network connectivity and instead introduces incentives in its place. These incentives are designed to help adoption of any standards that arise from Ecma TC32-TG21 which is a task group working on a standard for proxying common network traffic.

Full network connectivity is defined as the ability of the computer to maintain network presence while in sleep and intelligently wake when further processing is required (including occasional processing required to maintain network presence). Maintaining network presence may include obtaining and/or defending an assigned interface or network address, responding to requests from other nodes on the network, or maintaining existing network connections, all while in the sleep state. In this fashion, presence of the computer, its

\(^5\) Set to wake-up on traffic from management workstations is the preferred setting.
network services and applications, is maintained even though the computer is in sleep. From the vantage point of the network, a sleeping computer with full network connectivity is functionally equivalent to an idle computer with respect to common applications and usage models. Full network connectivity in sleep is not limited to a specific set of protocols but can cover applications installed after initial installation.

The ability for OEMs to take advantage of these incentives is contingent on EPA/ENERGY STAR confirmation that any and all standards being used do in fact conform to the ultimate goals and challenges laid out by ENERGY STAR. The most important aspect of proxying from an implementation standpoint is that it will not require modifications to legacy systems in order for proxying capable systems to benefit from the energy savings.

Other requirements that are specific to a product will be called out in those specific sections.

### 2.9 Reference Documents

<table>
<thead>
<tr>
<th>Document</th>
<th>Document No./Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENERGY STAR - Online Product Submittal System</td>
<td><a href="http://www.energystar.gov/ops">http://www.energystar.gov/ops</a></td>
</tr>
<tr>
<td>Hybrid Hard Disk And Ready Drive* Technology: Improving Performance And Power For Windows Vista Mobile PCs</td>
<td><a href="http://download.microsoft.com/download/5/b/9/5b97017b-e28a-4bae-ba48-174cf47d23cd/STO008_WH06.ppt">http://download.microsoft.com/download/5/b/9/5b97017b-e28a-4bae-ba48-174cf47d23cd/STO008_WH06.ppt</a></td>
</tr>
</tbody>
</table>
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3 Notebooks and ENERGY STAR* Requirements

3.1 Notebooks, Battery Life and AC Energy

The notebook market has always had an appreciation for low power operation because of the reliance on batteries as a power source; the lower the power, the longer the battery life. AC power is a different story where notebooks traditionally optimize for performance, not power. Because many of the battery life optimizations can affect system performance or provide annoyances to the user (like the screen blanking when reading a document), power management features are typically disabled when the notebook is in AC mode.

AC power is becoming more important as energy conservation is seen more and more as a desirable trait and as energy costs increase. The key for a notebook designer is to balance which power management techniques to use in AC operation to provide the best performance and usability while meeting the ENERGY STAR energy metrics. The good news for notebook designers is that a host of power management tools are already available, and in most cases it is just a matter of enabling power management features in both battery and AC operating states. Due to the increased industry and end user awareness of energy conservation, the EPA has targeted challenging new energy consumption standards on computers where only 25% of today’s notebooks are expected to pass the new ENERGY STAR logo requirements. These are not easy requirements to meet and you cannot expect to meet all requirements on all product models.

This section will review the requirements for ENERGY STAR notebooks, explain where much of the power is distributed throughout the notebook and review the key areas to investigate in order to meet these new requirements.

3.2 ENERGY STAR* Basics for Notebooks

Based on the latest Energy Star specification for computers Version 5.0, computers must meet the requirements below to qualify as ENERGY STAR.

The new specification defines Typical Energy Consumption (TEC) as a method of testing and comparing the energy consumption of computers, and focuses on the typical electricity consumed by a product while in normal operation over a year. The TEC approach calculates annualized energy consumption in KWhr by a formulae which weights the off, sleep and idle power of a system; where the weighting is based on the typical usage patterns over a year and is determined using the formula below:

\[ E_{\text{TEC}} = \frac{8760}{1000} \times (P_{\text{off}} \times T_{\text{off}} + P_{\text{sleep}} \times T_{\text{sleep}} + P_{\text{idle}} \times T_{\text{idle}}) \]

where all Px are power values in watts, all Tx are Time values in % of year, and the TEC \( E_{\text{TEC}} \) is in units of kWh and represents annual energy consumption based on mode weightings in Table 3. The formulae basically converts the “average weighted power” (\( P_{\text{off}} \times T_{\text{off}} + P_{\text{sleep}} \times T_{\text{sleep}} + P_{\text{idle}} \times T_{\text{idle}} \)) in watts to yearly Watt-hours by multiplying by the number of
hours in a year (8760 hours/year) and converting from Watts to KiloWatts (by dividing by 1000). Finally, certain hardware-based capabilities are allowed defined capability adjustments in kWh (“adders”) that are added to TEC limits when determining the TEC limit a computer must meet. An illustration of TEC calculation is provided in Appendix B of this document.

Table 1. $E_{TEC}$ Requirements – Notebooks

<table>
<thead>
<tr>
<th>Notebook Computers (KWh)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Power Supply</strong></td>
<td>Avg eff, No Load eff (EnergyStar EPS 2.0 Specification)</td>
</tr>
<tr>
<td><strong>TEC (kWh) Limits</strong></td>
<td>Category A: ≤ 40.0</td>
</tr>
<tr>
<td></td>
<td>Category B: ≤ 53.0</td>
</tr>
<tr>
<td></td>
<td>Category C: ≤ 88.5</td>
</tr>
<tr>
<td><strong>Capability Limit Adjustments</strong></td>
<td></td>
</tr>
<tr>
<td><strong>TEC (kWh)</strong></td>
<td>Memory 0.4 kWh (per GB over 4)</td>
</tr>
<tr>
<td></td>
<td>Premium Graphics (for Discrete GPUs with specified Frame Buffer Widths) Cat. B: 3 kWh (FB Width &gt; 64-bit)</td>
</tr>
<tr>
<td></td>
<td>Additional Internal Storage 3 kWh</td>
</tr>
</tbody>
</table>

Table 2. Operational Mode Weighting for Conventional Notebooks

<table>
<thead>
<tr>
<th>Operational Mode</th>
<th>Conventional Operational Mode Weighting</th>
<th>Proxying Operational Mode Weighting$^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toff</td>
<td>60%</td>
<td>45%</td>
</tr>
<tr>
<td>Tsleep</td>
<td>10%</td>
<td>30%</td>
</tr>
<tr>
<td>Tidle</td>
<td>30%</td>
<td>25%</td>
</tr>
</tbody>
</table>

(8760/1000) * ($P_{off} * 60% + P_{sleep} * 10% + P_{idle} * 30%)

As mentioned in the introduction, the ENERGY STAR specification requires that notebooks are tested as shipped, and further they are required to be shipped with the following power management features enabled: System should be set to enter a sleep state after 30 minutes or less of idleness and the display should be set to blank after 15 minutes or less of idleness.

$^6$ Upon approval by EPA and EC of a non-proprietary proxying standard
EnergyStar has three notebooks categories which provide a different TEC limit (for each category): A, B, and C. Each category represents a different type of notebook configuration, where the more highly configured notebooks have a higher TEC limit. Category C is more highly configured than Category B, which is more highly configured than Category A. Category C has the highest TEC limit, while Category A has the lowest TEC limit. A notebook must meet the configuration criteria as specified in the Version 5.0 specification, which is summarized below:

**Category A:** All notebook computers that do not meet the definition of Category B or Category C below will be considered under Category A for ENERGY STAR qualification.

**Category B:** To qualify under Category B, notebooks must have:

- A Discrete GPU.

**Category C:** To qualify under Category C, notebooks must have:

- Greater than or equal to 2 Physical Cores;
- Greater than or equal to 2 gigabytes (GB) of System Memory; and
- A Discrete GPU with a Frame Buffer Width greater than 128-bit.

The power of the notebook is measured at the AC wall socket and is measured with an approved meter as described in Appendix A of the ENERGY STAR specification. The notebook test conditions for power mode testing are:

- Configure the notebook to blank its screen after 1 minute,
- Configure networking to appropriate conditions by doing one of the following:
  - **Notebooks with Ethernet capability:** connect the Ethernet port of the notebook to an active switch which supports the highest supported network throughput (typically a gigabit switch with today’s systems) and turn off all wireless (radio) devices; or
  - **Notebooks without Ethernet capability:** power to a wireless LAN radio (e.g. IEEE 802.11) should remain on during testing and must maintain a live wireless connection to a wireless router or network access point, which supports the highest and lowest data speeds of the client radio, for the duration of testing.
- Remove the battery from the system (while leaving the AC cord attached). This is to ensure that the battery is not charging during the test (which would make power measurements inaccurate). If the system has an integrated battery (can't be removed) then use other means to ensure the battery is not charging during power measurements. Note, a charging battery during the test can add significant power to the measurement (50Whr charging battery can add 50W to a power measurement!).
- Do not plug anything else into the system (as shipped)
- Primary hard drives may **not** be power managed ("spin-down") during Idle testing unless containing non-volatile cache integral to the drive (e.g. "hybrid" hard drives). If more than one internal hard drive is installed as shipped, the non-primary, internal hard drive(s) may be tested with hard drive power management enabled if it is enabled when the product is shipped.

Other than what is mentioned above, all other configurable parameters of the notebook must remain in the "as-shipped" state.
The system is then shut down, and the tester begins to measure power consumed in off during a 5 minute period, recording the average over this period. The system is then rebooted, and after reaching a stable state (finished booting) the tester will wait between 5 and 15 additional minutes and then will start measuring and averaging the power for the next 5 minutes. Finally, the system is placed into the sleep state where the power is again measured and averaged over 5 minutes.

This is the extent of the testing involved for notebooks. It is important to remember the testing configuration: screen blanked, wireless devices and hard drives configured appropriately and battery removed. It is also important to remember the testing environment: connected to an active Ethernet switch (or wireless access point), battery removed, and waiting 5-15 minutes from boot before taking the idle measurement. This idle time is important as it allows the system to reach an idle condition, allowing one-time processes to complete before measurement. Full testing provisions are detailed in Appendix A of the ENERGY STAR computer specification.

### 3.3 The Notebook Platform

For the purpose of understanding where power is consumed in the system, let’s define a generic notebook (see diagram below, Figure 3) such that it will be easier to understand the power breakdowns we illustrate later. The platform consists of the following main components:

- **CPU** – a chip which contains computer’s execution engine or processor, Memory controller and Graphics Controller in the case of an internal graphics system
- **PCH** – chip which contains much of the platform’s display and I/O bus controllers
- **DRAM** – platform memory
- **Audio** – in this case the block refers to the audio CODEC (controller is in PCH)
- **HDD** – Hard Disk Drive, the controller is in the PCH chip
- **ODD** – Optical Disk Drive (CD or DVD drive), the controller is in the PCH chip
- **LAN** – This refers to the physical layer of the Ethernet chip, the Ethernet MAC controller is integrated within the Intel PCH, but requires an external PHY chip. In the power blocks it will also be referred to as COMM Other – This refers to special subsystems on the notebook for controlling the integrated keyboard, mouse and for controlling much of the power delivery system
- **CPU VR** – This is the component which delivers power to the CPU
- **Plat VR** – This is symbolically the component which delivers power to the rest of the platform. It should be noted that there are multiple voltages, VRs and FETs delivering power to the rest of the platform, but for simplicity we represent it as a single block with a single efficiency.
- **Display** – This is typically the LCD panel for notebooks. Because the panel is turned off during all ENERGY STAR testing, it is listed here only to prevent the inevitable “hey you forgot the panel!” statement. There will be no panel breakout in the ENERGY STAR power numbers.
- **AC Brick** – This refers to the external power adapter used to provide the notebook with power. For EPA purposes, its power is part of the total power of the platform.
Figure 3 represents a type A platform with an integrated graphics solution using UMA (frame buffer is part of system DRAM memory). While we will not be doing a power breakout for a Type B or C notebook, one is illustrated in Figure 4. Note that the graphics chip is connected to a special graphics bus for Type B/C notebooks, and has a separate frame buffer. One of the distinguishing features of a Category C versus Category B notebook is the width of this discrete graphics memory bus; to qualify as Category C this bus must be wider than 128-bits (in addition to the other criteria of 2 or more CPU cores and 2Gbytes or more of system memory) ENERGY STAR has provided an idle TEC requirement of 53 kWh for the Type B notebook and 88.5KWh for the Type C notebook versus the 40 kWh idle TEC requirements for the Type A notebook.
3.4 Power Delivery: A System’s Power Amplifier

To meet the ENERGY STAR specification, power delivery is the most critical aspect of the design. While notebooks already optimize power delivery for idle, off and sleep to maximize battery life, the AC configuration adds one additional layer of power delivery (AC Brick) making power delivery key to an efficient AC design. For notebook designers, it is important to understand the difference between the AC and DC power delivery.
The notebook’s power delivery can be modeled by three major categories (see Figure 5):

1. Load
2. Power Conversion
3. Power Source

For our purposes we will simplify the load into two areas: the CPU and the rest of the platform. The CPU load changes dramatically over time (micro-seconds) and so it is modeled separately. The rest of the platform consists of many different voltage rails (loads), but will be represented as a single load represented by the "Component" block.

The second aspect is power conversion. Here power is converted from the voltage delivered by the power source, to the voltages needed by the loads. The efficiency of this conversion depends on a number of things:

- The input voltage (VDC) to the regulator
- The quality of the regulator
- The load on the output of the regulator

For purposes of this paper, the power conversion is represented by to two voltage regulators to match how the loads are modeled: the first for the CPU load (CPU Voltage Regulator or VR) and the second representing many voltage regulators that supply the rest of the platform (Platform VR). Associated with each power conversion VR is an efficiency represented by the amount of power delivered to the load divided by the amount of power input into the VR in order to deliver that load (Pout/Pin). As shown in the diagram, the efficiency can vary. This efficiency can vary by manufacturing distributions (changes due to manufacturing variations), but more importantly each VR’s efficiency will vary depending on load presented to it.

The input voltage to the power conversion also affects the VR’s efficiency. A higher input voltage typically results in lower conversion efficiency compared to a lower input voltage (VDC). This is important because batteries will have a much lower output voltage than what the AC brick delivers (a fact dependent on the charging circuits), so inherently the power delivery (CPU VR and PLT VR) will be less efficient in AC mode than in DC mode.

In the case of ENERGY STAR, the power source will be the AC brick. Again the AC brick can be thought of providing as a power conversion from AC power to some lower AC or DC voltage and therefore it has a power conversion efficiency associated with it also.
For example a power conversion component which is 80\% efficient will require 1 W to deliver 0.8 W to a load. For purposes of this paper, we will represent the efficiency of the CPU VR by CPU\textsubscript{eff}, the efficiency of the Platform VR by PL\textsubscript{eff} and the efficiency of the AC Brick by AC\textsubscript{eff}.

Right away you will note that the power of the CPU load is amplified by the efficiency of the CPU VR (1/\text{CPU\textsubscript{eff}}), and then further amplified by the AC Brick (1/AC\textsubscript{eff}). The total power of the system can then be modeled by the equation:

\textbf{Equation 1}

\[
AC(W) = \frac{1}{AC\text{eff}} \left( \frac{1}{CPU\text{eff}} \cdot CPU\text{Load} + \frac{1}{PL\text{eff}} \cdot PL\text{Load} \right)
\]

For the CPU, if you assume 80\% efficient regulation, and the AC brick is 80\% efficient, then a 1 W CPU load requires 1.3 W of AC power. If you assume 75\% efficient load for the platform, then a 1 W platform load would require 1.7 W of AC power. As can be seen the power delivery amplifies the power needed at the load.

\section{ENERGY STAR* Requirements for the AC Brick}

For AC power operation, the AC brick is one of the critical factors affecting power in the platform and has an additional set of requirements outlined in a separate ENERGY STAR specification: \textit{ENERGY STAR Program Requirements for External Power Supplies (EPS) version 2.0}. In this section we will review these requirements and analyze how they affect notebook designs.

This document outlines three major requirements:

1. Minimum Average Efficiency in Active Mode
2. Maximum Power at no load
3. Power Factor requirements

The first requirement outlines the average efficiency required by the AC brick and this is dictated by Table 3 which is copied from the EPS 2.0 specification. Notebooks typically fall into the category of EPS that have nameplate power of greater than 49 W and therefore must have an average efficiency of 87\% or higher.

\textbf{Table 3. Active Mode Requirements for Average Efficiency}

<table>
<thead>
<tr>
<th>Nameplate Output Power (Pno)</th>
<th>Minimum Average Efficiency in Active Mode (expressed as a decimal)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 to \leq 1 W</td>
<td>\geq 0.480 \ast Pno + 0.140</td>
</tr>
<tr>
<td>&gt; 1 to \leq 49 W</td>
<td>\geq [0.0626 \ast \text{Ln(Pno)}] + 0.622</td>
</tr>
<tr>
<td>&gt; 49 W</td>
<td>\geq 0.870</td>
</tr>
</tbody>
</table>

The second requirement comes from another table in the EPS 2.0 specification which outlines the no-load requirements (see table 4) which show that the no load power (power the AC brick draws when plugged into the wall but not into the notebook) must be less than
0.3W if nameplate power is less then 50W or less than 0.5W if the nameplate power is 250W or less and 50W or greater.

**Table 4. No Load Requirements**

<table>
<thead>
<tr>
<th>Nameplate Output Power (P_{no})</th>
<th>Maximum Power in No-Load (Ac-Dc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 to &lt; 50 watts</td>
<td>≤ 0.3 watts</td>
</tr>
<tr>
<td>≥ 50 to ≤ 250 watts</td>
<td>≤ 0.5 watts</td>
</tr>
</tbody>
</table>

Average efficiency is defined by measuring and averaging efficiencies at four different loads (100%*Po, 75%*Po, 50%*Po and 25%*Po); where Po is the maximum rated output power of the AC brick. This is illustrated in Figure 6 (note the blue circles).

**Figure 6. Example AC Brick Efficiency over Different Loads**

This diagram shows the efficiency of a brick on the vertical axis, and the load (as a percent of the maximum rated load, Po) on the horizontal axis; the red line representing the efficiency of the AC brick over various loads. As noted you can see the efficiency is lower for low loads, and also trails off for very high loads. The four blue circles represent the efficiency/load points to measure and average in order to meet the ENERGY STAR requirement Average Efficiency. For simplicity assume that the Po for this particular AC brick is 100 W (so the percentage and load values are the same).

Do not rely on the ENERGY STAR External Power Supply specification for the AC brick to create an acceptable power brick. This specification is generic and covers any AC brick a consumer device may use and does not require high efficiencies at loads that matter to the notebook ENERGY STAR specification. More specifically, the specification requires high efficiency from 25% to 100% of nameplate load. Because the brick is designed to meet maximum power requirements for simultaneous operation and charging, the laptop will operate at a low fractional load during the ENERGY STAR idle test.

The ENERGY STAR specification for external power supplies (EPS) determines the load fraction by the ratio of current (amps) to nameplate current, the load fractions in the specification (i.e. 25%, 50%, 75%, 100%) do not always match the ratio of power (W) to nameplate power. Because the computer specification is based on power (W) it is important to consider the actual load at idle and the AC brick nameplate power rating.
Therefore, when purchasing or designing AC bricks for notebooks, implement low load efficiency requirements that will correspond to the loads of interest at Idle, Sleep and off states. Maximizing efficiency at these loads will decrease the overall power draw of your notebook computer (less loss through the AC brick).

As we shall see next, the majority of notebook power (as it concerns ENERGY STAR) is consumed by the power delivery.

The last requirement has to do with power factor correction, which is now required for any AC brick which will draw more than 100W for the mains (wall outlet). The EPS 2.0 specification requires a power factor of 0.8 or greater at 100% rated load when tested at 115volts@60Hz.
3.6 Power Breakdown of the Notebook

For the notebook we described previously, measured in an ENERGY STAR idle configuration, a typical power breakdown for a category A notebook is illustrated in Figure 7.

**Figure 7. Typical Notebook Idle Power Breakdown**

![Pie Chart: Idle Power Breakdown of systems under EPA Idle conditions]

Power delivery represents 25% of the total power (AC Adapter, system VRs and CPU VR) assuming a CPU, Platform and AC Adapter efficiencies of 80%, 88% and 86% respectively. The LCD Panel is not shown as the backlight is blanked and no power is drawn. The power breakdown of the other platform components is also illustrated.

Another major component of power here is represented by the LAN solution (Ethernet PHY and small VRs for PHY).

Note that if a 52W-hr battery was inserted into the AC powered system, then the power draw could go up substantially as the system would add another 52W load and require an additional 69W of AC power to charge the battery. This is why we remove the battery when measuring power (if it is not fully charged, it could easily disrupt idle power measurements).

For the notebook we described previously, measured in an ENERGY STAR sleep (S3) and off (S5) configurations (with WOL disabled), a typical power breakdown for a notebook is illustrated in Figure 7. In this case the power delivery consists of 42% in sleep and 63% in off. The reason why the portion for power delivery is bigger in sleep and off than in idle is due to lower conversion efficiency in AC Adapter and VRs with lighter output current.
We have shown that the power distribution is the major component in the idle and sleep powers, let us next look at the sensitivity of this power to the efficiencies of the power delivery system.

### 3.7 Power sensitivity to Power Delivery Efficiencies

As we noted already, VR efficiencies change over various loads; they tend to get less efficient at very low loads, or very high loads. Let us look at how the platform power distribution changes based on the power delivery efficiencies changing.
Figure 9. Idle Power distribution across efficiencies

In Figure 9 we show the effects of changing the efficiency of the power delivery (CPU VR, PLT VR and AC) efficiencies. The first bar graph shows the platform power breakdown for efficiencies of 75%, 65%, 65% respectively and the second bar graph of 95%, 85%, 85% respectively. As can be seen the total power of the system dropped by 42%. In the first case the power delivery contributed to 56.4% of the platform, while in the more efficient case it only contributed to 26% of the platform power.

In Figure 10 we have modified the sleep power delivery efficiency (PLT VR and AC brick) from 50%, 50% in the first bar graph to 75%, 75% respectively for the second bar graph.

Figure 10. Sleep Power distribution across efficiencies
In this case we see that the power varies by 40% between the two configurations where in the first configuration power delivery contributed to 75% of the total power, while in the second case it dropped to 58% of the total power.

As can be seen, power delivery and the efficiencies of the components have a major impact on platform power (both idle and sleep) and will greatly impact the platform’s ability to meet the ENERGY STAR requirements.

Another area that will greatly affect platform power is altering the load through various power management features. As an example to illustrate this point we show the same system in an idle ENERGY STAR configuration where we change the default CPU idle state.

The computer industry uses C-state terms to describe the activity of the CPU. When it is executing it is said to be in a C0 state, and while it is idle it can be in one of the many Cx states (C1, C2, ...) where the higher the number, the lower the power and the higher the exit latency (lower performance). These states are entered and exited hundreds of times each second.

Why have multiple C-states? Each C-state trades off lower power for higher exit latency; so the system is tuned to have the best balance of power and performance (C-state exit latency) for a given configuration.

For this example we are going to illustrate the differences in platform power by varying the default C-state: in the first case we will show the higher power C2 idle CPU state, while in the second case we will show the lower power C3 idle CPU state. As can be seen, changing the default C-state from C2 to C3 resulted in a 29% platform power delta on the same platform (see Figure 11). These low power states not only affect the CPU, but you can notice how the power in the GMCH, DRAM and power delivery also changes.
3.8 Optimizing a Notebook for ENERGY STAR*

We have illustrated how AC power is affected by a number of different platform factors. The most important factor is power delivery; and given that most platform and CPU power delivery designs are already optimized for battery operation (and are efficient at operating loads) the AC brick should be closely scrutinized for efficiency over the ENERGY STAR loads of interest. Some key recommendations for OEMs are:

• Use AC bricks with high efficiency in off mode. (@0.0~1.0W output power)
• Make sure the power rails for WOL is turned off in off mode.
• Minimize the leakage in rest-of-platform.
• Optimize the 3.3V voltage regulator for high efficiency in off mode.

The next area to examine is battery power management features which are traditionally disabled when running on AC and configuring the platform to enable these under the AC mode of operation. As an example, there is a large power reduction by using C3 as the default C-state under AC mode versus a C2 state.

If the power is still high in idle, then the next step is to look for crying babies. This is a term used to describe devices which do not rest when idle, and in the process wake everyone else up (like a baby crying at night, if the baby sleeps through the night everybody sleeps, but if the baby cries every 15 minutes nobody sleeps). A crying baby device which generates activity when idle will keep all of the other subsystems out of their low power states (memory, busses, clocking etc). And as we discussed, this additional power load then gets amplified by the power delivery system.
USB* devices are classic crying babies which generate lots of bus traffic when the device is sitting idle (keeping the rest of the system busy). In general, integrating USB devices into the platform can result in a non-optimal design for power management. If you cannot avoid integrating a USB device, then insure the USB device can support a “selective suspend” mode such that when the device is idle its function driver can suspend the device and then the USB driver can shutdown the USB controller so it will not generate idle activity. Further, if you have trouble meeting ENERGY STAR idle power requirements, check to see if you have an integrated USB device.

The type of Operating System (OS) can also affect idle power. The way the OS schedules work can influence the amount of time the CPU spends in idle and will affect the idle power of the platform. Additionally an operating system that schedules daemons to pop-up and do work when the system is idle will also affect idle power. Having one of these pop-up just prior to your ENERGY STAR idle test could be problematic and is the reason why the system is allowed to sit idle for up to 15 minutes prior to actually testing the system and the power is averaged over 5 minutes. Also, a provision has been made for the tester to go through the first boot process and bring the system up to its normal use state, further reducing the chance of this impacting the idle test.

Not all hardware is the same either. Different CPU’s, chipsets and devices will have different power attributes and support different power management features, which can dramatically reduce the load when the system is idle. Again as illustrated earlier, a power management feature that can save 1 W of power will translate to 1.7 W (or so) of power at the AC input.

For example, notebooks with Intel Celeron (high power) processors can still meet E-Star version 5.0 unless OEMs use the bad combination of devices for LAN, Memory, Clock, HDD, Audio, Fan, VRs, and AC brick.

Recommendation for OEMs (to meet ENERGY STAR Version 5.0 with Intel® Celeron processor)
- Use Intel Celeron processors based on Intel’s 45nm process technology (Vs Celeron processors based on Intel’s 65nm process technology)
- Enable the power saving features provided by Intel
- Do not use high-power components for LAN, Memory, Clock, HDD, and Audio
- Optimize the power delivery efficiency for VRs and AC brick

With Sleep and Off, again the majority of the power budget is dedicated to power delivery (typically over half). The AC brick should be optimized for these targeted loads (1 W – 2 W). Again you cannot rely solely on the ENERGY STAR External Power Supply specification for external bricks as they do not account for these low loads (idle is marginal), so the first action is to optimize the AC brick for these low loads, and then minimize the load for sleep and off. In many cases an external power supply that has better efficiency than is required for the ENERGY STAR specification is needed.

Low power technologies are always being created and any paper on low power system design should cover some of these new technologies. One such technology is the field of large non-volatile hard disk drive (HDD) caches. The concept is to place a fast (compared to the HDD speed) non-volatile memory, i.e. NAND FLASH, between the CPU and the HDD, and then store the most often accessed HDD into the cache. Because the memory is faster, the overall platform performance is increased, and because the HDD is utilized less (the majority of accesses now occur to this FLASH), the power of the system becomes lower as the HDD can remain much longer in its low power state. There are few technologies that both speed up the system and lower its power; so this is a great technology: mobile systems will want it to decrease power consumption, while higher-end systems will want it just to get the performance boost. Please note that ENERGY STAR requires HDD spin down to be disabled during the idle test unless the HDD is a hybrid drive as described above.
How much does this technology boost performance and lower system power? Performance will vary with application, but the HDD is considered one of the I/O bottlenecks of platform performance. Access times to HDD memory can be measured in milliseconds (say ~8ms), while accesses to FLASH memory can be measured in hundreds of nano-seconds (say ~120ns); hence FLASH is roughly 10,000 times faster than the HDD. Users won’t see this speed-up, as overall performance is much more complicated (certain percentage of HDD accesses, cache misses, etc...), but it certainly reduces the impact of HDD latency to overall system performance.

Additional performance can be gained by “pinning” commonly used applications within the FLASH memory. Basically think of the application remaining in the FLASH memory such when using/loading these applications the HDD is not used at all.

What is the power impact of these non-volatile caches? The HDD contributes about 7-10% of system power (our breakdown shows about 7%), as such the maximum upside is removing this power component. The majority of the HDD power is that needed to spin the disk; hence one area to look at is how does such a cache impact the ability for the system to spin-down the HDD? Ruston Panabaker of Microsoft published such a study in a WinHec ‘06 presentation’ and a graph from this presentation is reproduced below:

**Figure 12. Percent Spundown Time Operating on Battery**

![Graph: Percent Spundown Time Operating on Battery](image)

This graph\(^7\) shows the percent of time the HDD spins-down based on the size of the NV Cache. Assuming that these caches will be 512Mbytes or larger, you’ll see that an idle system would be spun down over 95% of the time. Further it shows that even running an

---

\(^7\) Hybrid Hard Disk And ReadyDrive\(^\text{TM}\) Technology: Improving Performance And Power For Windows Vista\(^\text{TM}\) Mobile PCs (download.microsoft.com/download/S/b/9/5b97017b-e28a-4bae-ba48-174cf47d23cd/STO008_WH06.ppt)

\(^8\) Hybrid Hard Disk And ReadyDrive\(^\text{TM}\) Technology: Improving Performance And Power For Windows Vista Mobile PCs (download.microsoft.com/download/S/b/9/5b97017b-e28a-4bae-ba48-174cf47d23cd/STO008_WH06.ppt)
active workload such as DVDE playback the HDD can be spun-down 95% of the time and during a very active usage the HDD could be spun down over 65% of the time.

While much of the benefit for power was originally targeted at notebook battery operation, the same technology will also help the AC power characteristics of any system using this technology. As discussed previously, this 7-12% of HDD power savings will then get amplified by the platform VR efficiency and further by the AC brick efficiency. Of course some of the best ways to save power in personal computers is to enable the monitor and system sleep states when the system is idle. Use of NVM to cache HDD represents just one of the background technologies the industry and system developers should be encouraged to develop to improve energy efficiency. These technologies are also not limited to notebooks or even desktop PCs. As described in subsequent chapters, workstations and enterprise class machines rely on increased amounts of bulk memory (HDDs). The HDD’s power percentage of the system and hence, the energy savings along with performance gains can exceed 20% in these configurations.

The new ENERGY STAR specification requires OEMs to ship systems with power management features enabled. As mentioned previously, “a system is required to be shipped with the monitor enabled to sleep after 15 minutes of idle, while the entire system to is required to enter sleep after 30 minutes or less of idle”. The monitor sleep mode will enable ENERGY STAR platforms to enter power states that bring the total system power to below required TEC levels.

3.9 Summary

Several choices in components and system configuration can greatly influence the power use of the computers you supply and the energy bills of your customers. This chapter outlined examples of these practices including:

- Tune efficiency of the AC brick so that it reaches its higher efficiency levels when the computer is idling. Avoid having idle fall at less than 25% of the AC bricks nameplate load.
- Ensure that system power management features (e.g. C-state selection) are tuned for both battery and AC operation, and are aggressive enough to meet these new ENERGY STAR AC power requirements.
- Ensure that the platform is enabled to meet ENERGY STAR shipping requirements. In particular that the monitor will enter sleep after 15 minutes or less of idleness and that the system will enter a sleep state after 30 minutes or less of idleness while on AC power.
- Ensure that devices are generating no activity when idle (avoid crying babies).
4 Desktop Computers and ENERGY STAR* Requirements

4.1 Category Definitions

In order for a desktop system to be eligible to meet ENERGY STAR it must first meet the definition of a desktop computer. A desktop computer is defined as a computer system intended to be located in a permanent location, i.e., desk or floor, and utilizes an external monitor, keyboard, and mouse. Within the ENERGY STAR requirements there are four categories of desktops systems:

Category A: All desktop computers that do not meet the definition of Category B, Category C, or Category D below will be considered under Category A for ENERGY STAR qualification.

Category B: To qualify under Category B, desktops must have:
- Equal to 2 Physical Cores; and
- Greater than or equal to 2 gigabytes (GB) of System Memory.

Category C: To qualify under Category C, desktops must have:
- Greater than 2 Physical Cores.
  
  In addition to the requirement above, models qualifying under Category C must be configured with a minimum of 1 of the following 2 characteristics:
- Greater than or equal to 2 gigabytes (GB) of System Memory; and/or
- A Discrete GPU.

Category D: To qualify under Category D, desktops must have:
- Greater than or equal to 4 Physical Cores.
  
  In addition to the requirement above, models qualifying under Category D must be configured with a minimum of 1 of the following 2 characteristics:
- Greater than or equal to 4 gigabytes (GB) of System Memory; and/or
- A Discrete GPU with a Frame Buffer Width greater than 128-bit.

The new specification defines Typical Energy Consumption (TEC) as a method of testing and comparing the energy consumption of computers, and focuses on the typical electricity consumed by a product while in normal operation over a year. The TEC approach calculates annualized energy consumption in KWhr by a formulae which weights the off, sleep and idle power of a system; where the weighting is based on the typical usage patterns over a year and is determined using the formula below:

\[ E_{TEC} = (8760/1000) \times (P_{off} \times T_{off} + P_{sleep} \times T_{sleep} + P_{idle} \times T_{idle}) \]

Where all \( P_x \) are power values in watts, all \( T_x \) are Time values in \% of year, and the TEC \( E_{TEC} \) is in units of kWh and represents annual energy consumption based on mode.
weightings. The formulae basically converts the "average weighted power" (Poff*Toff + Psleep*Tsleep + Pidle*Tidle) in watts to yearly Watt-hours by multiplying by the number of hours in a year (8760 hours/year) and converting from Watts to KiloWatts (by dividing by 1000).

Each of the ENERGY STAR categories contains TEC requirements, calculated based on AC power measurements at the wall plug for idle, sleep, and off power. Power supply efficiency and power supply power factor requirements need to be met as well. Finally, certain hardware-based capabilities are allowed defined capability adjustments in kWh ("adders") that are added to TEC limits when determining the TEC limit a computer must meet. An illustration of TEC calculation is provided in Appendix B of this document and a summary of these requirements are listed in table 6. For further details see the ENERGY STAR Program Requirements for Computers: Version 5.0 specification.

Table 5. ENERGY STAR* Requirements for Desktops

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Power Supply</strong></td>
<td>≥ 85% eff at 50% of rated output and ≥ 82% eff</td>
</tr>
<tr>
<td></td>
<td>at 20% and 100% of rated output</td>
</tr>
<tr>
<td></td>
<td>Power Factor ≥ 0.9 at 100% of rated output</td>
</tr>
<tr>
<td><strong>TEC (kWh)</strong></td>
<td><strong>Category A</strong>: ≤ 148.0</td>
</tr>
<tr>
<td></td>
<td><strong>Category B</strong>: ≤ 175.0</td>
</tr>
<tr>
<td></td>
<td><strong>Category C</strong>: ≤ 209.0</td>
</tr>
<tr>
<td></td>
<td><strong>Category D</strong>: ≤ 234.0</td>
</tr>
<tr>
<td><strong>Capability Adjustments</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Memory</strong></td>
<td>1 kWh (per GB over base)</td>
</tr>
<tr>
<td></td>
<td><em>Base Memory:</em></td>
</tr>
<tr>
<td></td>
<td><strong>Categories A, B and C</strong>: 2 GB</td>
</tr>
<tr>
<td></td>
<td><strong>Category D</strong>: 4 GB</td>
</tr>
<tr>
<td><strong>Premium Graphics</strong></td>
<td><strong>Cat. A, B</strong>: 35 kWh (FB Width ≤ 128-bit)</td>
</tr>
<tr>
<td></td>
<td>50 kWh (FB Width &gt; 128-bit)</td>
</tr>
<tr>
<td></td>
<td><strong>Cat. C, D</strong>: 50 kWh (FB Width &gt; 128-bit)</td>
</tr>
<tr>
<td><strong>Additional Storage</strong></td>
<td><strong>Internal Storage</strong>: 25 kWh</td>
</tr>
</tbody>
</table>

In addition to the above requirements, when a desktop system is shipped it must be delivered with the display's sleep mode set to activate after 15 minutes or less of user inactivity and with the desktop system sleep mode set to activate after 30 minutes or less of inactivity.

A number of requirements exist, regardless of distribution channel, for Wake On LAN configurations. For the specifics of the requirements, refer to Table 8 in the ENERGY STAR Program Requirements for Computers: Version 5.0 specification.

### 4.2 Power Supply Considerations

ENERGY STAR has specific requirements for the computer system’s internal power supply. In addition to these specific requirements, there are a number of aspects of the computer power supply that must be considered when building an ENERGY STAR compliant desktop.
computer system. These aspects of selecting a proper power supply will be discussed in this section.

4.2.1 ENERGY STAR* Requirements

The ENERGY STAR computer specification as documented in ENERGY STAR Program Requirements for Computers: Version 5.0 requires that the internal power supplies for compliant computers be at least 85% efficient at 50% of rated output and 82% efficient at 20% and 100% of rated output. In addition, the power supply needs to have a power factor of at least 0.9 measured at 100% of the rated output capacity. In order to meet the power factor requirements, internal power supplies will need to incorporate active power factor correction.

4.2.2 Overall Efficiency Measurements

Desktop computer systems typically use internal power supplies with multiple outputs. These outputs are 12 V, 5 V, 3.3 V, 12 V, -12 V and 5 VSB (or 5 V standby). Power supply efficiency for the multiple output power supplies is defined in terms of a sum of the individual outputs. Equation 2 defines the efficiency for a single output power supply.

\[ \eta_{PSU} = \frac{P_{out}}{P_{in}} \]

However for a multiple output power supply the efficiency definition is slightly different and shown in Equation 3.

\[ \eta_{PSU} = \frac{\sum P_{out,i}}{P_{in}} \]

In many cases, the sum of the output power capability for the individual outputs exceeds the total output capacity of the power supply. For these cases, a method of proportional loading has to be applied to measure or calculate the efficiency of the power supply. This proportional loading method is explained in detail in the Generalized Internal Power Supply Efficiency Test Protocol which is available from www.efficientpowersupplies.org.

4.2.3 Power Supply Sizing

The ENERGY STAR computer specification’s internal power supply requirements effectively provide a window of high efficiency that extends from 20% to 100% of the rated capacity of the power supply. Internal power supplies for desktop computers are available in a number of capacities that vary from approximately 150 W up to 1000 W or more. Generally the efficiency of the power supply drops off significantly as the load falls below 20%. Because the power supply is one of the largest contributors to power loss in the system, it is important to maximize the efficiency in order to comply with the power targets for the various system categories. Below are two case examples to illustrate this concept. For these
two cases, assume the efficiency curve in terms of percentage of the output is equivalent. This curve is shown in Figure 13.

**Figure 13. PSU Efficiency as Percentage of Output**

![Efficiency as Percentage of Output](image)

**NOTE:** Graph is an estimated representation for illustrative purposes only.

**CASE 1**

For Case 1, suppose the system we are trying to configure to meet the desktop category D has a 450 W internal power supply. The category D TEC specification is 234kWh (Say corresponding idle is 65W AC wall power). The AC wall power is calculated or derived as shown in Equation 4.

**Equation 4**

\[
AC(W) = \frac{DC(W)}{\eta_{PSU}}
\]

In order to minimize the AC wall power, we need to maximize the power supply efficiency. As can be seen from Figure 14, for a 450 W power supply, the efficiency is low when the system is at 65 W AC wall power. Because the category D system at idle is on the part of the power supply efficiency curve where the efficiency is low, the remaining power budget for the other system components is much less than if the power supply efficiency was higher.
Figure 14. PSU Efficiency per Power for 450 W PSU

NOTE: Graph is an estimated representation for illustrative purposes only.

CASE 2

For Case 2, assume the system we are trying to configure for category D has a 350 W power supply. Assuming the platform power during sleep $P_{\text{sleep}}$ to be 3.5W and during off $P_{\text{off}}$ to be 1W, the idle power is 65W (using TEC equation). In this case, Figure 15 shows that for an idle state of 65 W AC wall power (Corresponding TEC of say 234 kWh), the system is within the high efficiency window of the power supply.

Since the system is operating within the high efficiency window of the power supply when in the idle state, the power supply losses are minimized which allows additional budget for other system components.
The examples in Case 1 and Case 2 above show that building the system with a power supply that is the proper size will maximize the power supply efficiency and allow the most flexibility for selecting other components in the system.

### 4.2.4 5 V Standby (5 VSB) Efficiency

As discussed previously, desktop systems typically have a multiple output power supplies. Of these multiple outputs, the 5 VSB (or 5 V standby) output is unique. This output is always present when the power supply is plugged into the AC wall outlet. The other outputs are off until the system powers on the entire power supply unit. Generally, the 5 VSB output is generated inside the power supply using its own circuit. It is this 5 VSB output that powers circuitry in the system when the system is in the off and sleep states.

Because the 5 VSB output is the only output present for the sleep and off states it is possible to measure the efficiency of this output independent of the other outputs. In order to meet the sleep and off targets for ENERGY STAR, the power supply will need to have good efficiency performance for the 5 VSB output. For the overall power supply efficiency measurements, the 5 VSB efficiency only has a small affect because of the relatively small current capability. Because of this it is possible to have a power supply that is ≥ 80% efficient overall and yet has poor 5 VSB efficiency. The Power Supply Design Guide for Desktop Platform Form Factors available at [www.formfactors.org](http://www.formfactors.org) has guidelines for 5 VSB efficiency that can be used to guide the purchase decisions to ensure good efficiency for this portion of the power supply9.

---

9 [http://www.formfactors.org/developer/specs/PSU_DG_rev_1_1.pdf](http://www.formfactors.org/developer/specs/PSU_DG_rev_1_1.pdf)
Recommended 5 VSB Efficiency

<table>
<thead>
<tr>
<th>Load</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 mA</td>
<td>≥ 50%</td>
</tr>
<tr>
<td>250 mA</td>
<td>≥ 60%</td>
</tr>
<tr>
<td>≥ 1 A</td>
<td>≥ 70%</td>
</tr>
</tbody>
</table>

### 4.2.5 External Power Supplies for Desktop Systems

Desktop systems that use external power supplies should use ENERGY STAR qualified external power supplies or use power supplies that meet the external power supply requirements defined at [www.energystar.gov/powersupplies](http://www.energystar.gov/powersupplies).

### 4.3 Operational Modes

TEC requirements for desktops are calculated using the three operational mode power measurements present in Version 4.0: Idle, Sleep, and Off. As with the other platform testing, the power of the desktop is measured at the AC wall socket and is measured with an approved meter as described in Appendix A of the ENERGY STAR specification. The desktop test conditions for power mode testing are:

- Configure the desktop to prevent external monitors from powering down to ensure it stays on for the full length of the Idle test.
- Configure networking to appropriate conditions by connecting the Ethernet port of the desktop to an active switch which supports the highest supported network throughput (typically a gigabit switch with today’s systems) and turn off all wireless (radio) devices that might be installed.
- Ensure that a standard mouse, keyboard, and external display are installed for all tests.
- Primary hard drives may not be power managed (“spun-down”) during Idle testing unless containing non-volatile cache integral to the drive (e.g. “hybrid” hard drives). If more than one internal hard drive is installed as shipped, the non-primary, internal hard drive(s) may be tested with hard drive power management enabled if it is enabled when the product is shipped.

Other than what is mentioned above, all other configurable parameters of the desktop must remain in the “as-shipped” state. Appendix A of the ENERGY STAR Program Requirements for Computers: Version 5.0, contains detailed requirements for the power measurement equipment. In addition, a power meter that is capable of logging power data over time at a rate of at least one reading per second is useful for creating a record of power over time which can be used for more detailed analysis of the power consumption of the system.

Each of the system operational modes has different power states for the system components. Figure 16 through Figure 18 show examples of which elements of the system are powered in the various operational modes.
Figure 16. Idle State System Power State Example
Figure 17. Sleep (S3) Mode System Power State Example

![Diagram of Sleep (S3) Mode System Power State Example]

**NOTE:** Wake On LAN enabled.

Figure 18. Off (S5) Mode System Power State Example

![Diagram of Off (S5) Mode System Power State Example]

**NOTE:** No Wake On LAN
4.3.1  **Idle State**

Idle State is the state the computer system is in when it is fully powered on but not active and “the system responds to external events in real time”\(^\text{10}\). This mode is equivalent to the *Advanced Configuration and Power Interface (ACPI) Specification* G0 system state.

4.3.1.1  **Idle State Test Procedure**

The Idle State power should be determined by performing the following steps:

1. Turn on the system and begin recording elapsed time either from the time of power-on or from the time of login
2. Once the operating system is loaded, close any open windows
3. After 5-15 minutes have elapsed from time of power on or time of login, either manually or through automation of the test equipment true power measurements should be made at a rate of 1 per second
4. Continue to collect power values for 5 minutes
5. The average of the 300 true power measurements is reported as the Idle State power level

4.3.1.2  **Factors that Affect Idle State Power**

Version 5.0 of the ENERGY STAR requirements for computers sets an aggressive target for computer system energy consumption. Therefore, in order to configure a compliant system, the system components must be selected carefully. Motherboards, power supplies, processors, hard drives, voltage regulators, etc. should all be considered when integrating or designing a computer system.

Figure 19 is an example of how some of the components in the system vary in terms of their idle power consumption for Category A or B systems. In this example, if you configured a system using all components at the high power end of the range, the resulting system would not be compliant with the Category A or Category B requirements. On the other hand if you configured a system using all components from the low power range of the distribution, the system would be compliant with the Category A and B requirements. Use of components from the average range in this example would allow compliance with the desktop Category B requirements.

If the power is still high in idle, then the next step is to look for crying babies. This is a term used to describe devices which do not rest when idle, and in the process wake everyone else up (like a baby crying at night, if the baby sleeps through the night everybody sleeps, but if the baby cries every 15 minutes nobody sleeps). A crying baby device which generates activity when idle will keep all of the other subsystems out of their low power states (memory, busses, clocking ...).

USB devices are classic crying babies which generate lots of bus traffic when the device is sitting idle (keeping the rest of the system busy). In general, do not integrate USB devices into the platform. If you cannot avoid integrating a USB device, then ensure the USB device can support a "selective suspend" mode such that when the device is idle its function driver can suspend the device and then the USB driver can shutdown the USB controller so it will not generate idle activity. Further, if you have having trouble meeting

ENERGY STAR requirements, check to see if you have an integrated USB device that might be affecting idle.

In addition to the tradeoffs that can be made between components for power, system designers need to consider performance, cost and feature tradeoffs as well when designing or building ENERGY STAR systems.

**Figure 19. System Idle Power Factors**

![System Idle Power Components]

*NOTE:* Graph is an estimated representation (Average Power) for illustrative purposes only.

### 4.3.2 Sleep Mode

Sleep mode is the state the computer system is in when it is placed into the standby (Standby is the Windows XP nomenclature) state. This mode is equivalent to the *Advanced Configuration and Power Interface (ACPI) Specification* G1/S3 sleeping state. The operating system context is preserved in system memory for this state. The power requirements for Sleep Mode are the same for all three desktop system categories.

#### 4.3.2.1 Sleep Mode Test Procedure

The Sleep Mode power should be determined by performing the following steps:

1. Place system in Sleep state
2. Either manually or through automation of the test equipment true power measurements should be made at a rate of 1 per second
3. Collect 5 minutes of values
4. The average of the 300 true power measurements is reported as the Sleep Mode power level
5. If testing both Wake On LAN (WOL) enabled and WOL disabled, steps 1-4 above should be performed for both WOL settings.

### 4.3.2.2 Factors that Affect Sleep Mode Power

As can be seen in Figure 17, when the system is in the sleep mode or S3 state, portions of the system are still powered. In this mode the system is powered only by the 5 VSB portion of the power supply so the efficiency of the 5 VSB portion of the power supply has a significant impact on the power measured at the AC wall plug. Refer to Section 4.2.4 for additional information.

For systems with Wake On LAN (WOL) enabled in the sleep state, powering the LAN to look for wake traffic consumes some additional power. Also, the link speed of the LAN in this state affects the magnitude of this additional power. For example, the difference between 100 Mb WOL and 10 Mb WOL is 485 mW for Intel® 82566 Gigabit Platform LAN Connect Networking Silicon.

Figure 17 indicates that the system memory is the self-refresh state in the sleep mode. Because of this the number of DRAM devices present and their associated self-refresh power impacts the sleep power of the system.

Other aspects of the system to consider when performing an analysis of sleep mode power or optimizing the system to reduce sleep mode power are the efficiency of motherboard regulators that are powered in this mode as well as the number and type of devices that are enabled and allowed to wake the system.

### 4.3.3 Off Mode

The off mode is the state the computer system is in when it is shutoff but still plugged into the AC power outlet. This mode is equivalent to the Advanced Configuration and Power Interface (ACPI) Specification G2/S5 or soft-off sleeping state. The operating system context is not preserved in this state.

#### 4.3.3.1 Off Mode Test Procedure

The Off Mode power should be determined by performing the following steps:

1. Place system in Off state
2. Either manually or through automation of the test equipment true power measurements should be made at a rate of 1 per second
3. Collect 5 minutes of values
4. The average of the 300 true power measurements is reported as the Off Mode power level

#### 4.3.3.2 Factors that Affect Off Mode Power

As can be seen in Figure 17, when the system is in the Off mode or S5 state, portions of the system are still powered. In this mode the system is powered only by the 5 VSB portion of the power supply so the efficiency of the 5 VSB portion of the power supply has a significant impact on the power measured at the AC wall plug. Refer to Section 4.2.4 for additional information.
For systems with Wake On LAN (WOL) enabled in the Off state, powering the LAN to look for wake traffic consumes some additional power. Also, the link speed of the LAN in this state affects the magnitude of this additional power. For example, the difference between 100 Mb WOL and 10 Mb WOL is 485 mW for Intel® 82566 Gigabit Platform LAN Connect Networking Silicon.

If Wake On LAN is not enabled or used in the Off state, implementing a hardware switch or some other mechanism to remove power from the LAN in the off state can save a significant amount of power.

Other aspects of the system to consider when performing an analysis of Off mode power or optimizing the system to reduce off mode power are the efficiency of motherboard regulators that are powered in this mode as well as the number and type of devices that are enabled and allowed to wake the system from the Off mode.

4.4 Summary

Several choices in components and system configuration can greatly influence the power use of the computers you supply and in the energy bills of your customers. This chapter outlined examples of these practices including:

- Match the capacity of the power supply and the power draw of the computer in “idle” mode so that it reaches its higher efficiency levels when the computer is idling (typically 40-75W). Avoid having idle fall at less than 20% of the power supply nameplate load.
- Ensure that CPU (C-states) and other component power management features are set such that the components run in less active modes.
- Ensure that monitor power management and computer sleep settings (S-states) are enabled.
- Ensure that devices are generating no activity when idle (avoid crying babies).
- Consider tradeoffs between power consumption, performance, cost and feature when designing or building ENERGY STAR systems.
5 Workstations and Small-Scale Servers

ENERGY STAR criteria and metrics are meant to coexist and co-motivate the market to achieve the computing demanded in the most energy efficient manner. Workstations and servers can be classified as business critical computing devices; where throughput and capabilities are critical to the operation of that business. The business criticality is easily observed with the computer systems specifications and configurations commonly employed in this market. Indeed customers of such systems place a premium on these systems that is well beyond the value placed on personal computer requirements for these reasons. For workstations, the workload demands can be in either or both attended (user) and unattended (networked and little user interaction) environments. For servers, the uptime and reliability in an unattended operation serves as the computing backbone for those businesses. Specifically for workstations, operational responsiveness for applications such as CAD/CAE, financial simulations, engineering modeling, graphical or multimedia content creation, and scientific analysis can imply business operation success or failure. In the attended mode, business operation decisions based on these computing responses dictate the capability and capacity of the system. In the unattended or batch operation modes, these very same machines are in many use conditions relied upon to drive completion of project critical milestones, such as scientific, engineering or business modeling. Therefore, any efficiency criteria should comprehend the use condition to co-exist with the market incentives.

5.1 ENERGY STAR* Workstation and Small-Scale Server Specification Scope

The intent of the ENERGY STAR workstation and small-scale server specification remains to consider an energy metric which scales to the configuration and use demands of such systems under Version 5.0 while avoiding impact to the critical aspects for which the system was configured and purchased in the first place. By doing so, one develops a premium classification that both encourages energy savings and supports the varied, increasing capacity and capability requirements in these markets.

The Computer specification only addresses workstations and small-scale servers for this category of machines. Enterprise class servers are explicitly not part of ENERGY STAR for Computers, but in a separate specification development effort, ENERGY STAR for Computer Servers; accordingly, these products are outside the scope of this document. In addition to the classification difference for workstations and small-scale servers in the Version 5.0 specification, the approach and criteria applied for energy efficiency are de-coupled from those for desktops and notebooks. Requirements for small-scale servers remain stable with those under the previous specification (with a change to idle categorization). Requirements for workstations maintain the general structure of those in the previous specification, continuing to balance the scalable business needs and the energy consumed.

One key tenet on computing energy efficiency is the system’s ability to automatically migrate between power levels of operation. Indeed, this power management capability and the seamless transition in various modes are already market critical in both mobile and
server environments. The unattended business criticality for server or enterprise environments, uptime requirements, and the fact that this environment is not self contained, drives increased challenges beyond a mobile computer system. From an energy efficiency standpoint, many technologies take advantage of the time-scale of operation that is to determine how long each component can be at a lower power condition thus enabling the technology’s seamless operation. An attended activity is evaluated in 100’s of milliseconds of operational time slice, to save energy, yet appear to be fully responsive; whereas unattended activity is sliced at a scale of 10’s of microseconds. Response or the latency to wake-up from these lower power conditions without impacting the use condition is the key technical energy savings challenge. Conversely, simply offering a lower power condition without taking the wake-up response into account will be unlikely to “motivate” energy savings. Solely limiting the power level without accounting for power management transitions either constrains the efficient use of the system or increases the use of older non-energy efficient systems (e.g. purchasing more systems that do less work, but, have lower inactive power levels). Encouraging or providing incentives for the development of power management (and reduced wake-up latencies) was a significant consideration in the development of the ENERGY STAR specifications on workstations.

While ENERGY STAR for Computer specifications for workstations does comprehend some of these concepts, the workstation metric primarily targets the attended operational characteristics and the power levels of non-active states. Small-Scale servers are also included in the specifications and focused on its similarity to a standard desktop personal computer.

5.2 Small-Scale Servers and Specification Application

Small-Scale servers are so aptly named, driven by use of a desktop personal computer chassis to possibly provide both attended operation but, most definitely provide a secondary level of networked and business services (e.g.; print and file services, simplified mail services). The secondary level of service increases the use of the personal computer and minimizes use conditions such as sleep. Generally such devices, despite some being used 24x7, can tolerate rebooting or significant standby conditions where the response time is not business critical. Once the use conditions and business requirements drive a critical need for continuous- availability, enterprise class machines may become a more suitable option than small-scal servers, with advantages including redundancy and fail-over features at various levels to support such expectations. Small-scale servers may remain a viable option for non business critical or periodic applications, with the potential advantage of minimization of the facilities or infrastructure investment required for enterprise-class implementations.

The requirements for small-scale servers remain aligned with those present in Version 4.0 for all desktops. As noted, the user expectations in this category of product reflect its use as a standalone attended computer, as well as a standalone system using the network to distribute services. For the ENERGY STAR limits, testing methods for Small-Scale servers are the same as for the desktop category, to determine Idle and Soft Off power levels. Since the expected operation to provide 24 x7 localized storage and communication service precludes long term sleep in this usage model, small-scale servers are exempt from the sleep requirements. Technologies however, at sub-application visibility levels, that can exploit sleep-modes of the subsystems to enable lower idle power or faster standby recovery, are highly encouraged.

Small-Scale Servers are defined in Section 2 of this document (ENERGY STAR and Computer Platforms). The definition includes:

+ Pedestal, Tower form factor
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+ Capable of operating in a simultaneous multi-user environment serving several users through networked client units; and
+ Designed for an industry accepted operating system for home or low-end server applications (e.g., Windows Home Server, Mac OS X Server, Linux, UNIX, Solaris).
+ High reliability, high availability, 24/7, 7d/wk, low unscheduled down time\(^\text{11}\)

The Version 5.0 Specification evaluates small-scale servers using the same operational mode requirements from the previous specification. Category C no longer exists for this product area, and the two categories for small-scale servers are defined below, with requirements summarized in table 7:

**Category A:** All Small-Scale Servers that do not meet the definition of Category B will be considered under Category A for ENERGY STAR qualification.

**Category B:** To qualify under Category B Small-Scale Servers must have:
- Processor(s) with greater than 1 physical core or greater than 1 discrete processor; and
- Minimum of 1 gigabyte of system memory
- ...

### Table 6. Small-Scale Server Requirements

<table>
<thead>
<tr>
<th>Small Scale Server Operational Mode Power Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Off Mode:</strong></td>
</tr>
<tr>
<td><strong>Idle State:</strong></td>
</tr>
<tr>
<td>Category A:</td>
</tr>
<tr>
<td>Category B:</td>
</tr>
<tr>
<td><strong>Capability</strong></td>
</tr>
<tr>
<td>Wake On LAN (WOL)</td>
</tr>
<tr>
<td><em>(Applies only if computer is shipped with WOL enabled)</em></td>
</tr>
</tbody>
</table>

### 5.3 Workstation Category and Definition

Workstations are task critical computing systems that rely heavily on operation response (speed), reliability, large dataset manipulation, and rich data creation or manipulation. Depending on the application employed, the configuration and feature demand changes. Some businesses require high end graphics and rendering, while others require financial,

\(^\text{11}\) The description on Small-Scale Servers is considered aggressive with regards to the high reliability and high availability comments. As noted in the general category descriptions in this paper, though used continuously in unattended tasks and at times 24x7, Small-Scale Servers tolerate more down-time than enterprise class servers, are not employed as business critical solutions, and are not designed to be part of multi-system integrated compute structure ensuring high reliability or high availability or application scalability. These areas are generally why full-featured enterprise class solutions are employed. The energy significance is that to support business critical needs on high reliability, availability and scalability, configurations and system architectures provide such as items such as redundant power supplies, resource fail-over, and intersystem interconnect and controls.
business, or scientific modeling. A workstation must scale to the capacity and performance demanded. The use condition also varies from critical compute response in attended applications, to being part of a net_batch pool of systems tasked with large scale unattended computing. As a result of these use conditions and incremental features and cost; workstations are driven to maximum configurations and maximum effective use of the system’s features.

The workstation definition highlights both the minimum and optional list of features to constitute a workstation. The definition highlights the features which support the compute intensive, high capacity usage model of these systems. If the system does not lend itself to be classified as a workstation, one can apply as an ENERGY STAR compliant desktop system under the various categories A, B, or C. The criteria may also not address some mobile workstations. Some of these computing devices have inherently compromised the performance or features for the sake of mobility, cost or application criticality. The natural tradeoff will determine which category definition is best suited based on its configuration (use condition prioritization).

The workstation definition focuses on several areas: ECC or secure extensible memory, reliability, high end computing, high end I/O or graphics. These are broken into a mandatory set and optional list, reflecting the various configuration differences within a workstation class machine.

Workstation criteria:

- Marketed as a workstation
- Has MTBF of at least 15 k-hrs
- Support ECC and / or buffered memory

Meet three of the following six optional characteristics:

- Support power for high end graphics (i.e., PCI Express\* 6-pin 12V power feed)
- System is wired for greater than x4 PCI Express on motherboard in addition to the graphics slot(s) and/or PCI-X support
- Does not support UMA graphics
- Includes 5 or more PCI, PCI Express or PCI-X slots
- Capable of MP support for two or more processors (must support 2 or more packages/sockets)
- Be qualified by at least ISV product certification, these certifications must be completed within 3 months of qualification

## 5.4 Workstation Scalable Specification

The workstation criteria were redesigned to scale with the capabilities of the system, thus supporting the premise of co-existing or co-motivation of the market demands of the system with the energy efficiency targets. The metric is known as a scalable version of the Typical Electricity Consumption (TEC)\(^2\). Although accurate energy efficiency would reflect energy consumption to accomplish a set of typical tasks, the active mode task suites vary, making the active-mode aspect difficult to define in the current ENERGY STAR specifications. The assumption in focusing on the inactive portions to represent TEC is that the market forces

\(^2\) The EPA document refers to this as Typical Electricity Consumption, and should be considered synonymous in this context.
would motivate the performance side while the ENERGY STAR specification or use of TEC could focus on energy use in inactive states: Idle, Sleep and Off. With an indeterminate workload (tasks) or work cycle defined, weighting factors used in the current TEC calculations currently reflect a balance of power management features the existing architectures and platforms contain. Both the active workload and the weightings to accurately represent these “Typical Electricity Consumption” modes are expected to be considerations in identifying an efficiency benchmark for the next revision of the ENERGY STAR specification.

**Figure 20. Scaleable Typical Electricity Consumption**

[Diagram showing scaleable typical electricity consumption]

**NOTE:** Simplified diagram of scalable Typical Electricity Consumption index based on system power levels

The additional challenge is to scale the metric or specification based on the capabilities configured on the platform. Given the variety of features and innovations the industry continues to produce a simplified proxy of power to reflect capability is employed. The resulting metric becomes an efficiency index that compares the “typical energy consumed” against the “maximum capability configured in the system”. As the compute demand and capability of the computing devices increases, the definition of an energy efficient system is to keep the typical energy assumption low relative to that peak capability. Scaling in this fashion promotes energy efficient computing without trying to dictate the features, purpose or work accomplished. Maximum power and the scaling provisions that enable power to serve as a proxy for capability is discussed later in this document. The current ENERGY STAR version of this metric, though limited in several areas, such as active mode consumption and work-cycle representation, does effectively scale to the various market demanded system configurations and encourages both the implementation and seamless operation of low power states. The simplified illustration of the scalable version of TEC demonstrates the accumulation of inactive power states as a ratio to “capability” of the system defined by the peak active power state. This efficiency index method is also referred to as Ratio Typical Electricity Consumption, or RTEC.

Specifically, the current ENERGY STAR limit for workstations is
The weights used on the power levels are not a direct reflection of the use condition of these systems. The weights are first to balance the inactive power consumption employed in the various architectures and system configurations. The adjustment in the formula from version 4.0 was to more closely reflect or prioritize the inactive modes that are more often employed on a workstation in operation. The cumulative value not only focuses the effort on reducing power in all inactive modes, but, encourages power management technology development to allow tradeoff in power consumption across various system states. For example, in developing higher I/O capability, the technology is encouraged to strive for lower power consumption waiting (lower idle power) and yet sufficient energy to wake-up (increase sleep power) and be ready for operation. Previous methods of pre-allocating budgets assume one already understands both the system’s performance demand and sleeping capabilities. Attempting to predict technology growth, and task critical demands with fixed limits in each category limits technology growth and does not motivate industry investments in energy efficient performance innovations (e.g. getting more work done for the energy consumed).

Maximum power is determined or demonstrated by applying activity benchmarks which reflect the maximum capability of the system in terms of power. Even with well established benchmarks such as MIPS per watt, a key issue was whether MIPS reflected the “capability” demanded by the system/market. One could argue that availability, reliability, database size, graphical response, or modeling regressions can eventually be synthesized to MIPS and hence MIPS per watt; but, unfortunately, there is no translation of this market’s value set to centralize to a single MIPS number. In other words, one could have a very good MIPS but, fail to be efficient in the application. In many cases use of this metric would result in burning more energy to accomplish the task even if the MIPS per watt were very efficient. Such a metric is, however, applicable for known fixed computational workload such as in scientific numerical calculations. Therefore, even though MIPS per watt could be an applicable metric in some cases, the variety of valued non-MIPS activities dictate the need for a different set of activities to generate a power proxy for a workstation’s configured capabilities.

The activities or performance benchmarks that scale power levels well with the platform, CPU, memory, and graphics capability are LINPACK and SpecViewPerf (in concurrent operation). Both benchmarks are publicly available and supported across multiple platforms and architectures, key aspects for objectivity. Both benchmarks may have been tuned to demonstrate performance, which actually helps also track use of peak power consumption as a proxy for system capability. Do note that the use of these performance benchmarks is not to determine or measure performance, nor does it judge whether these are appropriate performance indices. However, the benchmarks do meet the scaling, power proxy, and public-availability objectives. From initial testing from various companies, these routines, run in parallel, exercise each of the major platform components to about a 70-80% level (except for HDD and network). These levels are purely a figure of merit as to how well they exercise the features and components in the system and their ability to scale with increasing capability in these areas. The percentage should not be used in place of actual measurements. Indeed, the main premise in using these routines is to establish the power proxy of the capability of the system. Use of key performance benchmarks is also intended to limit arbitrary increases in power, just to meet ENERGY STAR criteria. Market demands of lower power during peak performance will drive that end of the power consumption, thus producing the co-motivation aspect of energy efficient performance. To be sure, a power proxy for performance is merely a compromised solution until a performance or energy efficient performance metric can be developed.

LINPACK is a performance benchmark which solves a mathematical matrix array. The mathematical matrix-array is configurable to reflect the memory capacity, operational
threads and CPU cores in the system. By adjusting these parameters in the routine (available as prompts in the routine published by Intel), one can appropriately exercise and hence represent in terms of power, the capability scaling of these platform components.

SpecViewPerf is a performance benchmark which targets both the GPU and its associated memory, while also loading other parts of the system. This graphics benchmark has been shown to be a reasonable exerciser to scale platform power levels with the graphics capability. One must set sufficient memory allocation to allow SpecViewPerf to run at maximum performance and power consumption in parallel with LINPACK. With insufficient memory to run the routine, excessive paging will occur, and the system will demonstrate lower power consumption than the routines separately. Experiments have found that in many cases 1-1.5MB is sufficient to maximize the SpecViewPerf run.

There has been several graphics developments that have evolved, one of which is use of dual graphics engines, either in combined or individually controlling displays. Since SpecViewPerf does not scale to multiple GPU engines, testing with a single engine enabled is sufficient for compliance testing.

A subcomponent of the system not heavily exercised by the routines above is the mass storage, i.e. hard disk drives (HDD). Though there are routines and benchmarks, such benchmarks for the HDDs cannot be conducted in parallel with LINPACK and SpecViewPerf. Therefore, an additive value per HDD is allocated in the power proxy for maximum capability.

5.5 Measurements

5.5.1 Max_Power

Maximum power on the platform is determined by running SpecViewPerf and LINPACK in parallel. Configuring each benchmark to ensure that they maximize the execution of various aspects of the subsystems is listed below. It is recommended that initial setups review a power profile of each routine to ensure proper testing durations and cycles are employed. The assessment will also confirm that the two benchmarks are indeed operating in parallel and register the power level caused by exercising these aspects of the system. The maximum power value is captured by the power meter sampling at a rate of 1 sample per second or greater.

5.5.1.1 SpecViewPerf

SpecViewPerf revisions and application details can be obtained via the SPEC web sites. The specific instructions identify setting options which should reflect the configuration under test or evaluation.

5.5.1.2 LINPACK-configurations

LINPACK binaries offered by Intel:


General configuration instructions for max power testing are:

5. Determine the max memory installed in the system
6. Subtract the amount needed to run SpecViewPerf. and other system operations that would allow concurrent benchmarking operation
   a. This amount to subtract is highly dependent on the system architecture and configuration.
   b. Underestimating what is needed for SpecViewPerf and other operations, may cause LINPACK to run excessive paging of memory, resulting in a lower maximum power
7. Determine maximum matrix size (reminder: adjust the memory size per step 2) via this example script in Linux\textsuperscript{13}:

This AWK script will calculate it on a Linux machine:
\begin{verbatim}
awk '{
    printf "Maximum matrix dimension that will fit in RAM on this machine: 
    
    /^MemTotal:/ {print int(sqrt(($2*1000)/8)/1000) "K"}
    }' /proc/meminfo
\end{verbatim}

For those not running Linux the equation is:
\[
\sqrt{\frac{(\text{MemTotal})*1000}{8}} / 1000
\]

- Identify the number of cores and threads feasible, based on the processor architecture
- Enter these values in the configuration prompts or header for the LINPACK run.

5.5.2 Typical Energy Consumption

The platform under evaluation must be configured as shipped. The power management settings when the system is shipped should be configured as documented in the ENERGY STAR specification. Some power management settings may conflict with the power measurement testing required for calculating of TEC and can be disabled during the TEC testing; however, they need to be enabled for shipping systems.

The descriptions of the various tests below solely highlight key considerations and changes to previous descriptions in this document. Users should reference the previous testing methods and considerations for the operational modes as shown in Section 4.3.

5.5.2.1 Idle

The power level should be evaluated at the respective operating system idle conditions. Of particular note would be to turn off prepackaged monitoring features, daemons, and other such activities not absolutely needed to have the O/S running. This should be a relatively steady state value. Any significant variations during initial test development may identify background activities that may need to be turned off in the outgoing configuration and while

\textsuperscript{13} One needs to adjust the memory available to LINPACK per step 2 above, or the maximum power demonstrated by result in a lower value than running LINPACK on its own.
running this test. Such items should be end user accessible to be re-enabled, and documented prior to data submission.

5.5.2.2 **Sleep**

Turn off wake-up timers or events. Management utilities that enable detection and migration through various power management states can also be turned off.

For those systems, whose architectures do not support a specific sleep state, the mode to use as a replacement is Idle. The formulae and weights for the TEC limits and calculations were determined accounting for this type of configuration.

5.5.2.3 **Off Mode (S5)**

There are no workstation specific changes to the testing methods and considerations for the off mode as shown in Section 4.3.3.

5.5.3 **Tools and Calibration**

For simplified pass/fail criteria and for the data submission, the minimum meter accuracies are listed in Appendix A of the *ENERGY STAR Program Requirements for Computer* for testing equipment requirements. Many system manufacturers will however, want to better characterize and profile the power consumption across the various operating conditions and variety of sub-system components. Some tools will provide the ability to synchronize and register power and energy levels at time intervals across the test suites. Given the operational nature of the tests, such as determining maximum power, the difference between power and energy is likely a topic of investigation for a system developer. Providing documentation of anomalies as part of the dataset for ENERGY STAR compliance is recommended to ensure consistency to future compliance data gathering.

5.5.4 **Power Management and Settings**

As noted previously, sophisticated power management schemes are often employed to support peak performance, and run efficiently under both low loads and periods of inactivity. As the current testing addresses solely static conditions, i.e. maximum capability, Idle, Sleep, and Off Mode; some power management features could disrupt the determination of maximum capability, or waking up the system components during Idle, Sleep, or off. Therefore, the power management features should be enabled by default as shipped, identified in the data submission to the EPA, but may be turned off or disabled during the testing required for calculating the TEC.
6 **Thin Clients and ENERGY STAR* Requirements**

6.1.1 **Server-based Client Compute Architecture**

Thin clients are part of a client compute architecture commonly classified as a server-based computing model. Thin Clients are primarily the remote display and human interface in this computing model. Most or all of the computing activity is supported by a central server. The types of services commonly deployed under a server-based compute model are Terminal Services and Virtual Hosted Desktops also called Virtual Desktop Infrastructure or VDI. All server-based computing models fully rely on both the network and servers to manage and run the thin-clients on the system. Thin clients contain limited compute capability and cannot operate in a stand-alone mode and are increased in capability to reduce the burden on the network, network bandwidth, and servers. As implied by this computing model, the operational and energy efficiency is determined by the complete structure, not solely on the thin client.

The efficiencies gained by a server-based computing model are the overall resource savings in the data center equipment (servers, network, storage, redundancy, etc...) and data center infrastructure (e.g. cooling, power delivery, and management services), in addition to the resource savings on the thin clients. A common metric for applicability is the ratio of number of clients supported by a given network and server capacity installed. This ratio of clients to server_network varies based on the local acceleration capability of the client and the compute burden to support each of the clients. The compute burden of Terminal Services (fixed application to each user) is much smaller than the compute burden of Virtual Hosted Desktops (VHD) [replicates a full O/S + PC environment] thereby supporting many more Terminal Clients than VHD's. Energy efficient options for applications that can utilize a server-based computing model should include the server and network resources, the compute burden per client, and ratio of client to server_network, in addition to the (thin) client efficiency.
Terminal Services is the “classic” server-based model. Here, the client is merely a display and input device. All computation is done centrally on the server and all data is stored in a datacenter. Nothing is persistent on the client. It is the most proven, reliable server-side model, harkening back to the days of mainframe computing. Remote Display Protocol (RDP) or Independent Computing Architecture (ICA) are used to deliver an image of the server-based application to a terminal viewer on the client, and return keystrokes and mouse clicks to the server.

**Figure 21. Architecture - Terminal Services**

Terminal services are commonly deployed where:

- users are in a fixed location,
- constant high speed, high bandwidth network access is available, and,
- workloads are highly deterministic, compute-lite, and graphics-lite.

A ratio of a large number of clients with limited workloads to servers make this compute model efficient where compute requirements are low, mobility is not required, and independent operation is not needed. Typical applications include: bank tellers accessing the transaction system, call center workers entering orders in database and healthcare professionals working with text-based patient records.

A recent entry to server-side computing is Virtual Hosted Desktops (VHD), a generic term encompassing commercial products such as VMware’s Virtual Desktop Initiative (VDI), or Citrix’s XenDesktop Server. For VHD, all computation and storage are centralized, with images of the user’s desktop pushed over the network to the client via RDP or other protocol. The major difference is that VHD offers each user their own complete virtual machine, including the OS, applications and settings. VHD is designed to replicate the user experience of a rich PC with all the management and security of server-side models.
VHD is a relatively new technology, and suffers from the same limitations inherent in server-side models, specifically performance challenges as the number of users grows, graphics limitations, lacks stand alone operation and does not offer a mobile solution. Hosting multiple full virtual PC operation and interface places an increased burden on a high bandwidth, persistent network, and resilient compute services. Over time, these limitations may be addressed through innovation on both the server and network side; along with increasing capabilities built into the (thicker) thin clients. Indeed a number of higher capability thin client devices have been introduced with localized graphics rendering, rich media acceleration, and other capabilities. Accommodating higher capability thin clients may become challenging given the limits chosen for Energy Star. As noted in the category definitions, the EPA has defined a category B, recognizing the increased localized capability afforded by these machines.

### 6.1.2 Category Definitions

In order for a thin client to be eligible to meet ENERGY STAR it must first meet the definition of a thin client. A thin client is defined in the Version 5.0 ENERGY STAR specification as follows:

*Thin Client*: An independently-powered computer that relies on a connection to remote computing resources to obtain primary functionality. Main computing (e.g., program execution, data storage, interaction with other Internet resources, etc.) takes place using the remote computing resources. Thin Clients covered by this specification are limited to devices with no rotational storage media integral to the computer. The main unit of a Thin
Client covered by this specification must be intended for location in a permanent location (e.g. on a desk) and not for portability.

This definition and product category represents the first time these products can be qualified under the ENERGY STAR program. The definition above is intended to limit the scope of the products covered to “desktop replacements” without rotational storage media. “Mobile thin clients” and hybrid clients with integral hard drives are not covered under Version 5.0. Similar to the other product categories, requirements are applied to thin clients under a category structure.

**Category A:** All Thin Clients that do not meet the definition of Category B, below, will be considered under Category A for ENERGY STAR qualification.

**Category B:** To qualify under Category B, Thin Clients must:
- Support local multimedia encode/decode.

These categories determine appropriate levels for Idle State. All ENERGY STAR thin clients must meet requirements for Idle State and Off Mode; systems supporting a sleep mode must meet also meet a specified Sleep Mode requirement. Systems ship with Wake On LAN enabled qualify for a small power allowance in low power modes. These requirements are listed in 5. For further details see the ENERGY STAR Program Requirements for Computers: Version 5.0 specification.

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Power Supply</strong></td>
<td>≥ 85% eff at 50% of rated output and ≥ 82% eff at 20% and 100% of rated output</td>
</tr>
<tr>
<td></td>
<td>Power Factor ≥ 0.9 at 100% of rated output</td>
</tr>
<tr>
<td><strong>Off Mode</strong></td>
<td>≤ 2 W</td>
</tr>
<tr>
<td><strong>Sleep Mode (if applicable)</strong></td>
<td>≤ 2 W</td>
</tr>
<tr>
<td><strong>Idle State</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Category A:</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Category B:</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>≤ 12.0 W</td>
</tr>
<tr>
<td></td>
<td>≤ 15.0 W</td>
</tr>
<tr>
<td><strong>Capability Adjustment</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Wake On LAN (WOL)</strong></td>
<td>+ 0.7 W for Sleep</td>
</tr>
<tr>
<td><em>(Applies only if computer is shipped with WOL enabled)</em></td>
<td>+ 0.7 W for Off</td>
</tr>
</tbody>
</table>

In addition to the above requirements, when a thin client is shipped it must be delivered with the display's sleep mode set to activate after 15 minutes or less of user inactivity.
7 Future Specification Considerations

The ENERGY STAR specification highlights the need to revisit the criteria in preparation of revisions. Highlighted in several areas in this document are concepts for criteria improvements to denote energy efficiency. The future revision serves as the opportunity to do so, and various industry organizations are current engaged by the EPA to study and propose evolving energy efficiency criteria. Pending the acceptability of these new metrics, the time frame also allows the EPA an opportunity to re-assess the ENERGY STAR limits themselves.

While advances in technology and energy saving techniques will likely educate future revisions to the ENERGY STAR requirements, potential areas that may be further pursued in future versions of the program include:

- Full benchmark approach integrated into TEC calculations for standard clients and workstations;
- Integrated display power consumption as part of ENERGY STAR metrics (and implemented equitably vis-à-vis external displays);
- Full sleep mode capability in thin clients.

The next revision of ENERGY STAR will incorporate the learning obtained via the compliance data submissions after the effective date of the current specifications. The current industry-wide organizations consulting with the EPA on an energy efficiency metric include ECMA*, BAPCO*, LBNL*, and SPEC.org*.
Future Specification Considerations
Both Intel and the EPA are each focused on growing adoption of energy saving technologies and products that can continue to improve usability and energy efficiency while also reducing energy consumption on the computer platform.

With the ENERGY STAR program for computers, the EPA has set the goal of generating awareness of these energy saving capabilities, as well as differentiating the market for more energy-efficient computers and accelerating the market penetration of more energy-efficient technologies.

This document provides some key insights into the delivery of desktop, notebook and workstation systems that are in a good position to meet the requirements in the new ENERGY STAR specification for computers.
Appendix A Creating a Disk Image

A.1 Modifications to the Default User/policy in Rollout Image (i.e.; “Ghosting”)

If rolling out Windows XP or Windows Vista through the use of images (i.e.; Using Symantec Ghost or similar) there is a method, lacking centralized control (fire-and-forget option), a system administrator or OEM can set and ensure compliance to monitor power management policies. When a user logs into a machine for the first time, assuming no roaming profiles in use, the default settings for the user comes from the default user account in the “Documents and Settings” (C:\Documents and Settings\Default User\ntuser.dat) folder in use by the system. Under most circumstances this is the case for power management settings. By using regedit32.exe and making the necessary edits all new accounts will now pick up these settings. To do this:

- Open regedit32.exe
- Highlight the HKEY_USERS branch.
- Under the Registry menu, click load hive and navigate to C:\Documents and Settings\Default User\ntuser.dat, or where ever the default user’s profile is stored.
- Load that file into the hive naming the branch PMDefault.
- From here, manually change the power management settings for the currently logged in user, following the directions in A.2
- If regedit is already open switch to it and press F5 to refresh the current view. (Will export old settings otherwise)
- Highlight the key ‘HKEY_CURRENT_USER\Control Panel\PowerCfg’ and select “Export Registry file...” from the Registry menu in the menu bar.
- Export the file making sure that the selected branch option is selected.
- Name the file anything you would like and save it.
- Edit the reg file using a text editor changing the key prefixes (in every key entry) to ‘HKEY_USERS\PMDefault\Control Panel\PowerCfg’.
- Go ahead and merge this reg file with the system by double clicking on it.
- From here, unload the PMDefault hive by highlighting ‘HKEY_USERS\PMDefault ‘ and under the Registry menu, click unload hive.

---

14 Microsoft product screen shot(s) reprinted with permission from Microsoft Corporation.
15 There is a case where, if the last user to login changed their power management settings (with or without a reboot), and then a new user logs in next, this new user will pick up those settings.
16 Regedit.exe in XP or higher
A.2 Microsoft Windows* XP

- Select Start > Control Panel from the Start Menu.

- Click the “Performance and Maintenance” icon in the Control Panel window then choose “Power Options”.
• Select the power scheme you would like to use as the default. This is normally "Home/Office Desk".

• Adjust the settings to the desired time out for monitor and standby. For ENERGY STAR this is 15 for the monitor and 30 for standby.

• Click Apply and OK to commit those changes.
A.3 **Microsoft Windows Vista**

- Select **Start** > **Control Panel** from the **Start Menu**.

- Click the "System and Maintenance" icon in the Control Panel window then choose "Power Options".
Summary

- Select the power scheme you would like to use as the default. This is normally “Home/Office Desk”.

Figure 23. Power Scheme

- Adjust the settings to the desired time out for the display and computer sleep. For ENERGY STAR this is 15 for the monitor and 30 for standby.

- Click Apply and OK to commit those changes.
Appendix B Sample TEC Calculations

This appendix is reproduced from the ENERGY STAR Version 5.0 Computer Specification.

B.1 Desktop, Integrated Desktoptop, Notebook Computers

Below is a sample TEC calculation intended to show how levels for compliance are determined based on functional adders and operational mode measurements.

**Example:** Below is a sample $E_{TEC}$ evaluation for a Category A Notebook Computer (integrated GPU, 8 GB Memory Installed, 1 HDD)

1. Measure values using the Appendix A test procedure.
   
   \[
   \text{Off} = 1\, \text{W} \\
   \text{Sleep} = 1.7\, \text{W} \\
   \text{Idle} = 10\, \text{W}
   \]

2. Determine which Capability Adjustments apply.
   *8GB Memory installed. Does meet memory adjustment level: 8 yields a 1.6kWh adjustment (4 * 0.4kWh).*

3. Apply Weightings based on Table 2 to calculate TEC:

   Table 2 (for conventional notebook):
   
<table>
<thead>
<tr>
<th>Toff</th>
<th>60%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tsleep</td>
<td>10%</td>
</tr>
<tr>
<td>Tidle</td>
<td>30%</td>
</tr>
</tbody>
</table>

   \[
   E_{TEC} = (8760/1000) \times (P_{off} \times T_{off} + P_{sleep} \times T_{sleep} + P_{idle} \times T_{idle}) \\
   = (8760/1000) \times (P_{off} \times .60 + P_{sleep} \times .10 + P_{idle} \times .30) \\
   = (8760/1000) \times (1 \times .60 + 1.7 \times .10 + 10 \times .30) \\
   = 33.03\, \text{kWh}
   \]

4. Determine TEC Requirement for the computer by adding any capability adjustments (step 2) to the Base TEC requirement (Table1).

   Table 1 (for notebooks):
   
<table>
<thead>
<tr>
<th>Notebook Computers (kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category A</td>
</tr>
<tr>
<td>Category B</td>
</tr>
<tr>
<td>Category C</td>
</tr>
</tbody>
</table>
Summary

ENERGY STAR TEC Requirement = 40 kWh + 1.6kW = 41.6 kWh

5. Compare $E_{TEC}$ to the ENERGY STAR TEC Requirement (step 4) to determine if the model qualifies.

Category A TEC requirement: 41.6 kWh
$E_{TEC}$: 33.03 kWh
33.03 kWh < 41.6 kWh

Notebook meets ENERGY STAR requirements.

B.2 Workstations

Below is a sample $P_{TEC}$ calculation for a Workstation with 2 hard drives.

1. Measure values using the Appendix A test procedure.

   Off = 2W
   Sleep = 4W
   Idle = 80W
   Max Power = 180W

2. Note number of Hard Drives installed.

   Two hard drives installed during test.

3. Apply Weightings based on Table 4 to calculate $P_{TEC}$:

   Table 4:
   
<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Toff</td>
<td>35%</td>
</tr>
<tr>
<td>Tsleep</td>
<td>10%</td>
</tr>
<tr>
<td>Tidle</td>
<td>55%</td>
</tr>
</tbody>
</table>

   $P_{TEC} = (.35 * P_{off} + .10 * P_{sleep} + .55 * P_{idle})$
   = (.35 * 2 + .10 * 4 + .55 * 80)
   = 45.10 W

4. Calculate the $P_{TEC}$ requirement using the formula in Table 3.

   $P_{TEC} = 0.28*[P_{max} + (# HDD * 5)]$
   $P_{TEC} = 0.28*[180 + 2 * 5]$
   $P_{TEC} = 53.2$

5. Compare the adjusted $P_{TEC}$ to the ENERGY STAR levels to determine if the model qualifies.

   45.10 < 53.2

   Workstation meets ENERGY STAR requirements.
# Appendix C Energy Star* Version 5.0 and Version 4.0 Summarized

## Energy Star Version 5.0 Computers Criteria

<table>
<thead>
<tr>
<th>Platform</th>
<th>Power Supply</th>
<th>Requirements</th>
<th>Capability Adjustments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Notebooks &amp; Tablets</td>
<td>No change</td>
<td><strong>TEC (kWh)</strong></td>
<td>Memory: 0.4 kWh (per GB over 4 GB)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cat A: ≤ 40.0</td>
<td>Discrete GPU (FB Width): CAT B 3kWh (&gt;64-bit)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cat B: ≤ 53.0</td>
<td>Additional storage: 3 kWh</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cat C: ≤ 88.5</td>
<td></td>
</tr>
<tr>
<td>Desktop, Integrated DT</td>
<td>82-85-82% eff (20-50-100% load) + ≥0.9 PFC @100% rated output</td>
<td><strong>TEC (kWh)</strong></td>
<td>Memory: 1 kWh (per GB over base)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cat A: ≤ 148</td>
<td>Base Memory: CAT A, B, and C 2GB; CAT D 4GB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cat B: ≤ 175</td>
<td>Discrete GPU (FB Width):</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cat C: ≤ 209</td>
<td>CAT A, B: 35 kWh (≤ 128-bit); 50 kWh (&gt;128-bit); CAT C, D: 50 kWh (&gt;128-bit)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cat D: ≥ 234</td>
<td>Additional storage: 25 kWh</td>
</tr>
<tr>
<td>Thin Client</td>
<td></td>
<td><strong>Idle State</strong></td>
<td>Sleep Mode: (if applicable)</td>
</tr>
<tr>
<td>Workstations</td>
<td></td>
<td>Off Mode</td>
<td>WOL: (if shipped with WOL enabled)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cat A: ≤ 12.0 W</td>
<td>Cat A: ≤ 12.0 W ≤ 2.0 W ≤ 2.0 W</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cat B: ≤ 15.0 W</td>
<td>Cat B: ≤ 15.0 W ≤ 2.0 W ≤ 2.0 W</td>
</tr>
</tbody>
</table>

\[ P_{TEC} = 0.28 \times \left[ P_{MAX} + \left( \# \text{ HDD's} \times 5\right) \right] W \]

### Notes:
- \( P_{MAX} \) = Max Power Based on Linpack & SPECviewperf BMs

## Workstations

### Notebooks

<table>
<thead>
<tr>
<th>CPU</th>
<th>Cat C</th>
<th>Cat B</th>
<th>Cat A</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥ 2 Cores</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gfx</th>
<th>Cat C</th>
<th>Cat B</th>
<th>Cat A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discrete GPU</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FBW &gt; 128-bit</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Memory</th>
<th>Cat C</th>
<th>Cat B</th>
<th>Cat A</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥ 2 GB memory</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Thin Client

<table>
<thead>
<tr>
<th>Cat B</th>
<th>Cat A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support Local multimedia (Encode/decode)</td>
<td>All systems not in CAT B</td>
</tr>
</tbody>
</table>

### DESKTOP

<table>
<thead>
<tr>
<th>CPU</th>
<th>Cat D</th>
<th>Cat C</th>
<th>Cat B</th>
<th>Cat A</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥ 4 Cores</td>
<td>&gt; 2 Cores</td>
<td>2 Cores</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gfx</th>
<th>Cat D</th>
<th>Cat C</th>
<th>Cat B</th>
<th>Cat A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discrete GPU</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FBW &gt; 128-bit</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Memory</th>
<th>Cat C</th>
<th>Cat B</th>
<th>Cat A</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥ 4 GB memory</td>
<td>≥ 2 GB memory</td>
<td>≥ 2 GB memory</td>
<td></td>
</tr>
</tbody>
</table>

### TEC Weighting

<table>
<thead>
<tr>
<th>Desktop</th>
<th>Notebook</th>
<th>Workstation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toff</td>
<td>55%</td>
<td>40%</td>
</tr>
<tr>
<td>Tidle</td>
<td>40%</td>
<td>30%</td>
</tr>
</tbody>
</table>
# Energy Star Version 4.0 Computers Criteria

<table>
<thead>
<tr>
<th>Platform</th>
<th>Power Supply</th>
<th>Idle (S0, Cx)</th>
<th>Sleep (S3)</th>
<th>Standby (S5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Notebooks &amp; Tablets</td>
<td>No change</td>
<td>Cat A: ≤14W</td>
<td>≤1.7W/≤2.4W_1</td>
<td>≤1.0W/≤1.7W_1</td>
</tr>
<tr>
<td>Desktop, Integrated (AIMO) DT, uP-DDS, Game Consoles</td>
<td>80% efficient (20%-100% load) + &gt;0.9 PFC</td>
<td>Cat A: ≤50W</td>
<td>≤4.0W/≤4.7W_1^2</td>
<td>≤2.0W/≤2.7W_1</td>
</tr>
<tr>
<td>uP/DP Workstations</td>
<td></td>
<td>Cat B: ≤65W</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cat C: ≤95W</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ P_{TEC} \leq 0.28^* [P_{MAX}^3 + (# HDD's *5)] W \]

<table>
<thead>
<tr>
<th>Notes:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. 0.7W adder for WOL support (Wake on ME); latest spec draft also indicates systems with 'full network connectivity' i.e., AMT, may be exempted from Sleep/Standby requirements.</td>
</tr>
<tr>
<td>2. Desktop Derived Server is exempt from Sleep requirements</td>
</tr>
<tr>
<td>3. ( P_{MAX} ) = Max Power based on Linpack &amp; SPECviewperf BMs</td>
</tr>
</tbody>
</table>

---

## Desktop

<table>
<thead>
<tr>
<th>PLATFORM</th>
<th>Cat C</th>
<th>Cat B</th>
<th>Cat A</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>Multi-Core or &gt;1 discrete CPU</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Gfx</td>
<td>GPU w/ &gt;128MB dedicated memory</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Memory</td>
<td>Min 2GB memory</td>
<td>Min 1GB memory</td>
<td></td>
</tr>
<tr>
<td>HDD</td>
<td>Min 2 HDD's</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>TV tuner or video capture w/ HiDef</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>
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Katharine Kaplan – US Environmental Protection Agency
Katharine Kaplan leads the ENERGY STAR Product Development Team, responsible for developing energy efficiency specifications for a full suite of IT and other electronics products, calculating program benefits, managing verification efforts, and creating all web based IT tools for the program. She managed the development of Version 4.0 and Version 5.0 ENERGY STAR specifications for computers and specifications for Imaging Equipment, Televisions, Set-Top Boxes, and Digital to Analog Converter Boxes. Also during her 14 years
at EPA, Katharine led EPA’s Plug-In To eCycling program and negotiated settlements with companies that disposed of waste at the largest hazardous waste landfill in California. Before joining EPA Katharine worked for Booz, Allen & Hamilton, an international management consulting firm. She holds a Bachelor of Science in Journalism and a Master of Public Administration.

**Evan Haines** – ICF International, Inc. (technical consultant for EPA on ENERGY STAR)  
Evan is an Associate at ICF International and has worked for the past 3 years as a consultant to the EPA’s ENERGY STAR Labeled Products programs. He provided development support for the Version 5.0 ENERGY STAR computer specification revision and currently leads the administrative process under the Version 4.0 program requirements. Evan’s concentrations are in energy-efficient electronics and lighting, with specification development and implementation projects covering battery chargers, external power supplies, and various residential lighting programs. Evan is a graduate of the University of Rochester with a Bachelor of Science degree in Electrical and Computer Engineering.

**Thomas Bolioli** – Terra Novum, LLC (technical consultant for EPA on ENERGY STAR)  
Thomas Bolioli has been working in the IT field since 1993 in such roles as developer (web & application), small business IT consultant as well as a systems administrator for large user populations. Since 2001 Thomas Bolioli has been consulting to the Environmental Protection Agency in support of ENERGY STAR. Projects Thomas Bolioli has participated in were the Million Monitor Drive (an effort to get users to enable monitor power management) and a follow up which focused on having users and companies enable the system standby/sleep function on their computers. Other work for ENERGY STAR performed by Thomas Bolioli has been to support ENERGY STAR on the development of various energy efficiency and labeling specifications, including those for computers, Digital Television Adapters and set top boxes. Thomas Bolioli has also worked on energy efficiency, renewable energy and other miscellaneous IT projects for the state of New York and Massachusetts as well as numerous private clients.